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Chapter 1. Overview of MSAA and 
2021 Updates  
1.1 Purposes and Uses of the MSAA 
The Multi-State Alternate Assessment (the MSAA) is a comprehensive, two-stage adaptive, summative 

assessment system designed to promote increasingly higher academic outcomes for students with the 

most significant disabilities to prepare them for a broader array of post-secondary outcomes. The MSAA 

is designed to measure grade-level academic content that is aligned with, and derived from, MSAA 

Partner States’ content standards. This test contains many built-in supports that allow students to use 

materials they are most familiar with and communicate what they know and can do as independently as 

they are able. The MSAA is administered in the areas of English language arts (ELA) and mathematics in 

grades 3–8 and 11. 

 

The MSAA Partner States’ long‐term goal is to ensure that students with the most significant cognitive 

disabilities achieve increasingly higher academic outcomes and leave high school with the potential to 

pursue productive post‐secondary options. A well‐designed summative assessment alone is insufficient to 

achieve this goal. The MSAA is a component of a system of curriculum, instruction, and professional 

development that enables students with the most significant cognitive disabilities to access grade-level 

content aligned with grade-level state content standards.  

 

The MSAA is an alternate assessment aligned with alternate academic achievement standards (AA-

AAAS) as described in the Elementary and Secondary Education Act (ESEA). This law mandates that all 

students participate in assessments that measure student achievement of grade-level content standards. 

The MSAA was developed to ensure that all students with the most significant cognitive disabilities are 

able to participate in a summative assessment that provides a measure of what they know and can do in 

relation to grade-level state content standards. In order to ensure that MSAA measures student 

achievement of alternate academic achievement standards aligned to grade-level content standards, this 

technical report provides the standard psychometric analyses and descriptions of technical procedures 

found in all state assessment technical reports. In addition, this report identifies four primary intended 

interpretations and uses of MSAA scores and cites the assumptions, elements, and evidence that are 

relevant to those interpretations and uses. 

1.2 Intended MSAA Score Interpretations and Uses  
MSAA is designed, developed, and implemented to support four primary intended score interpretations 

and uses, described in the following sections. 

Primary Intended MSAA Score Interpretation  

MSAA scores provide reliable and valid information about important knowledge and skills in grade-level 

numeracy and literacy that students with the most significant cognitive disabilities are attaining.  

Primary Intended MSAA Score Uses 

• Schools and districts use the MSAA and its results to (a) monitor trends in student performance, 
and (b) design professional development for teachers. 

• Teachers use the MSAA and its results to integrate assessment with their instructional planning. 
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• Parents use the MSAA and its results to get information about (a) what their child knows and can 
do, and (b) their child’s progress from year to year. 

The intended score interpretation and uses stated here align with the original statements of intended 

score interpretations and uses in the National Center and State Collaborative 2015 Operational 

Assessment Technical Manual (see the “claim” and “uses” statements on page 8). 
 

Assumptions, elements, and evidence that support the intended interpretations and uses of MSAA scores 

are provided in Chapter 11.  

1.3 Validity Arguments for the MSAA 
The 2021 technical report describes several procedural and psychometric processes of the MSAA 

program. These processes contribute to the accumulation of validity evidence to support MSAA score 

interpretations and uses. This report presents documentation to substantiate the intended interpretations 

and uses of MSAA test scores (AERA et al., 2014). Each section in this report contributes important 

information about the MSAA tests: test design and development, test alignment, test administration, 

scoring, reliability, performance levels, and reporting. The evidence available to support validity 

arguments for intended MSAA test score interpretations and uses is summarized in Chapter 11. 

 

The phrase “intended score interpretations for uses” appears several times in the Standards for 

Educational Psychological Testing (AERA et al., 2014) and is the core of the field’s views on validity and 
validation. For the MSAA and other assessment programs, the phrase refers broadly to test scores (e.g., 

total test scale scores, aggregations of test scores, the percentage of students at or above Level 3), and 

other test performance information elements (e.g., the definition of Level 3 in the performance level 

descriptors). The Standards for Educational and Psychological Testing provides a framework for 

describing sources of evidence that should be considered when constructing a validity argument. These 

sources include evidence based on the following five areas: test content, response processes, internal 

structure, relationship to other variables, and consequences of testing. These sources address different 

aspects of supporting evidence for validity arguments; they are not distinct types of validity. Instead, each 

contributes to a body of evidence about the comprehensive validity of score interpretations and uses and 

the four intended interpretations and uses. Moreover, these sources represent only a partial list of 

sources of evidence from the MSAA design, development, test administration, analysis, and reporting 

processes that are relevant to the overall validity arguments for intended interpretations and uses of 

MSAA scores and other information.  

1.4 Updates for the 2021 Program 
The MSAA Partner States for 2021 comprise American Samoa, Arizona, Bureau of Indian Education, 

Maine, Montana, The Marianas (Guam and the Commonwealth of the Northern Mariana Islands), South 

Dakota, Tennessee, the U.S. Virgin Islands, and Washington, D.C. The impact of COVID-19 worldwide 

resulted in cancellation of the 2020 administration and continued to influence many MSAA Partner States’ 
participation levels in 2021. Washington, D.C. did not administer the assessment in the 2021. 

 

New for 2021, MSAA expanded the number and type of sample items available to teachers through the 

online assessment platform. In mathematics, selected-response or constructed-response sample items 

were added at each grade. In ELA, new passage sets (including a passage and related items), writing 

stand-alone items, and two open-response writing prompts (Level 2 and Level 3) at grade 6 were added. 

Each grade has its own Directions for Test Administration (DTA) that corresponds with the items in the 

online system to emulate the student testing experience. 
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A new resource was developed for use prior to the 2021 administration. Sample Item Teacher Guides 

were created to help teachers use the sample items as an additional assessment tool. This allowed 

teachers to understand what students may know and be able to do based on their performance on these 

sample items. They were able to respond to this information by applying instructional strategies and 

scaffolding suggestions outlined in the Teacher Guides. An example from the Sample Item Teacher 

Guides is included in Appendix A.  

 

The Teacher Guides have a blueprint table at each grade that outlines the items in each sample test. The 

ELA blueprint table/overview can be used to help select the sample item(s) that will provide the best 

evidence of student learning. The learning targets differentiate between the types of evidence each item 

will provide. The item type describes how the student will engage with the item; through multiple choice, 

constructed response, or open response. For ELA, items that address reading standards are grouped by 

passage set; each passage set primarily addresses standards in genre-specific content categories. The 

passages for items that assess reading standards are accessed in the Directions for Test Administration 

(DTA) and computer-based testing platform.  

 
To obtain evidence of understanding for each grade-level standard, teachers can use the Teacher Guides 
to do the following: 

• Access the sample items for the students’ grade level. 
• Use items individually as the learning targets are covered in class. 

• Use the items in small groups to address a series of learning targets that focus on one standard. 

• Use the entire sample item set to measure students’ understanding of learning targets before, 
during, or after instruction. 

• Review sample item sets from lower grades to build understanding of prerequisite skills for a 
given standard. 

• Review sample item sets from higher grades to know how standard and item information build 
from the target grade. 

• Use the sample items as models to create additional items to assess the standards. 

 

Additionally, for the 2021 administration, test documentation was updated to reflect changes in the Test 

Administration Manual (TAM), MSAA Online Assessment System User Guide for Test Administrators, 

MSAA Online Assessment System User Guide for Test Coordinators, Directions for Test Administration 

(DTA), and the MSAA 2021 Guide for Score Report Interpretation Guide. The TAM, MSAA Online 

Assessment System User Guide for Test Administrators, MSAA Online Assessment System User Guide 

for Test Coordinators, DTA, and online training modules were revised in order to streamline information 

and provide more clarity to Test Administrators (TAs) and Test Coordinators (TCs). Additional detailed 

information is available in Chapter 5. 
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Chapter 2. Overview of the MSAA 
The MSAA assesses ELA and mathematics at grades 3–8 and 11 and is aligned with the state content 

standards and the MSAA Core Content Connectors (CCCs). The MSAA is a computer-based, on-

demand, two-stage adaptive assessment, consisting primarily of selected-response items, along with 

some constructed-response items and open-response writing prompts. These item types are written at 

distinct levels of complexity, representing different levels of skill and knowledge acquisition by students.  

 

Students with the most significant cognitive disabilities often need materials and instructional strategies 

that are substantially adapted and scaffolded, providing built-in supports to meet their individual needs. 

When students begin to learn a new skill or acquire new knowledge, they need more support and 

scaffolding. As students learn and develop mastery of that skill or knowledge, they need less support. 

 

The MSAA levels of complexity are designed to follow instructional practices. The test items are 

developed with many scaffolds and supports embedded within the items. Students are provided additional 

support based on their individual requirements, including other allowable ways for Test Administrators 

(TAs) to present each item. 

 

The MSAA is designed to be administered one-on-one, delivered in an online format or via a paper-

pencil/hybrid format as an accommodation if appropriate. The needs of the student are also addressed 

through other supports, such as assessment features built into the platform and accommodations such as 

using assistive technology, a scribe, and/or sign language. Appendix B contains the 2021 summary of 

accommodation usage frequencies for the MSAA. TAs have substantial leeway in developing a testing 

schedule, including the ability to start and stop a test depending on the engagement of the student. 

 

Mathematics consists of 35 operational items, primarily selected-response with some constructed-

response items. ELA consists of 39–42 operational items, consisting of selected-response items, along 

with a multiple-part selected-response writing prompt and an open-response writing prompt at each grade 

level. Each content area assessment is accomplished in two test sessions. There are also embedded 

field-test items in Session 1 for each grade and content area.  

2.1 History of the MSAA 
Work leading up to the MSAA began in late 2010, when the National Center and State Collaborative 

(NCSC) began development of the NCSC Alternate Assessment, which was designed to meet the 

requirements of the Elementary and Secondary Education Act and the Individuals with Disabilities 

Education Act and is based on alternate academic achievement standards for students with the most 

significant cognitive disabilities. This work culminated in the operationalized NCSC assessment in spring 

2015. The work of NCSC ended following the spring 2015 administration. For additional information about 

the NCSC assessment, please refer to the National Center and State Collaborative 2015 Operational 

Assessment Technical Manual (see “References” for URL) or contact the MSAA Partner States at 

MSAA@azed.gov. The MSAA Partner States continued the work of NCSC following many of the same 

principles, purposes, and core beliefs. The first administration of the MSAA was in the spring of 2016. 

Notably, the MSAA was not administered in 2020 due to school closings in response to the vast impact of 

COVID-19 on individuals worldwide. 

2.1.1 Core Beliefs 

The core beliefs that underlie the MSAA began with NCSC and were laid out in the prior planning and 

development of the AA-AAAS. As recorded in the National Center and State Collaborative 2015 

mailto:MSAA@azed.gov
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Operational Assessment Technical Manual, states and organizational partners implementing the NCSC 

development plan found they needed to come to a consensus on topics that were a mix of practice and 

theory in the comprehensive context of teaching and learning. A blend of policy, educational, and 

technical solutions was required. Through policy discussions and in iterative research and design steps, 

the partners arrived at a shared philosophy and guiding principles that were reflected in the overall project 

resources. These project resources included a comprehensive system of curriculum, instruction, 

classroom assessment, and professional development as well as the operational assessment design.  

 

The MSAA Partner States believe, as their NCSC counterparts did before them, that accessibility is 

central to the validity argument of the assessment, and that access to content based on college- and 

career-ready academic standards begins with rigorous curriculum, instruction resources, and training for 

teachers. The original design of NCSC curriculum and instruction resources was informed by extant 

research and iterative small studies to ensure inclusive accessibility and appropriately high expectations 

for learning. Then, the NCSC assessments were based on the same model of learning as reflected in 

classroom resources. Finally, the NCSC project provided resources for intervention in communicative 

competence to ensure that all students have a way first to learn the concepts, and then to show what they 

know and can do on the assessment. The NCSC Theory of Action and Validity Approach, available at 

ncscpartners.org/Media/Default/PDFs/Resources/NCSCBrief9.pdf, was developed to explain the basis for 

these resources, how they were intended to relate to one another and to college- and career-ready 

academic standards, and, ultimately, how they relate to the goal of having all students with the most 

significant cognitive disabilities leave high school ready to participate in college, careers, and their 

community. 

 

Practice-focused summaries of the foundational components reflected in the design of the NCSC 

assessment, known as the NCSC Brief series, are available to orient readers to the larger context of the 

comprehensive NCSC system of curriculum, instruction, assessment, and professional development. The 

NCSC Brief series can be found in the National Center and State Collaborative 2015 Operational 

Assessment Technical Manual (see “References” for URL) or by contacting the MSAA Partner States at 

MSAA@azed.gov.  

2.1.2 Stakeholders 

Many stakeholders are involved in the development of the MSAA. MSAA State Representatives are key 

representatives from each Partner State who together compose the decision-making body for MSAA. 

Members of this body participate in various subcommittees that focus on specific aspects of the 

assessment and have decision-making authority on behalf of the MSAA Partner States for each 

subcommittee’s focal area. Table 2-1 illustrates 2021 state representation for each subcommittee and is 

followed by a description of each subcommittee’s area of responsibility. 

Table 2.1 Subcommittee Representation 

Subcommittee State Representation 

Item Development 
American Samoa, Arizona, the Commonwealth of Northern Mariana Islands (CNMI), 
Maine,  South Dakota, Tennessee, U.S. Virgin Islands, and Washington, D.C. 

Manuals, User Guides, and Training Arizona, Guam, Montana, South Dakota, and Washington, D.C. 

Psychometric and Test 
Construction 

American Samoa, Arizona, CNMI, Maine, Montana, and South Dakota 

Platform (currently inactive) Arizona, CNMI, Maine, Montana, and South Dakota  

Scoring Arizona, CNMI, Guam, and South Dakota 

Reports Arizona, Guam, and South Dakota 

http://ncscpartners.org/Media/Default/PDFs/Resources/NCSCBrief9.pdf
mailto:MSAA@azed.gov
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The MSAA Item Development Subcommittee provides overall input and direction related to development 

of field-test items; reviews all item development tasks; participates in development planning, item and 

passage reviews, and post-IRC edits; reviews alternative text; participates in Accessible Portable Item 

Protocol (APIP) reviews, plus the computer-based and paper-based materials review; and provides 

direction on updates to the graphics and editorial style guides, teacher directions, and front matter for the 

Directions for Test Administration (DTA). In addition to the Item Development Subcommittee, 

stakeholders from schools and districts across the MSAA states participate in the field-test item 

development process during the passage content and bias meeting and the item content and bias 

meeting. Additional detailed information is available in Chapter 4. 

 

The Manuals, User Guides, and Training Subcommittee oversees development of the Test Administration 

Manual (TAM), MSAA Online Assessment System User Guide for Test Administrators, MSAA Online 

Assessment System User Guide for Test Coordinators, Parent Guides in English and Spanish, online 

training modules, and final quiz for TAs. 

 

The Psychometric and Test Construction Subcommittee oversees planning Technical Advisory 

Committee (TAC) meetings, contributes to psychometric decisions, reviews item performance statistics 

for each field-tested item during Data Review, approves the test design, approves the test construction 

test blueprint, provides decisions and approvals related to the MSAA constructed sets (operational and 

field-test items), provides the content of the End-of-Test Survey, determines relevant policies, receives 

the survey results after administration, and advises on the structure of the technical report.  

 

The Platform Subcommittee has determined development priorities for the online assessment platform 

used in the 2021 MSAA on an as-needed basis. This group has also reviewed recommendations and 

development pertaining to the security of the online platform and ultimately approved all changes made to 

the platform. 

 

Members of the Scoring Subcommittee review and approve the scoring specifications and scorer training 

materials, observe scoring processes, review daily scorer quality control and production management 

reports, and participate in daily debriefs during operational scoring.  

 

Finally, the Reports Subcommittee is responsible for decisions pertaining to report revisions and design. 

This group also approves all changes made to the overall layout of the student results files and the final 

processing and reporting business requirements implemented for MSAA reporting.  

2.2 MSAA Participation 
The criteria for student participation in the 2021 MSAA reflect the pervasive nature of a significant 

cognitive disability. All content areas are considered when determining who should participate in this 

assessment. Table 2-2 below shows the participation criteria and the descriptors used to determine 

eligibility for each student. 
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Table 2.2 Participation Criteria 

Participation Criteria Participation Criteria Descriptors 

1. The student has a significant cognitive disability.  

Review of student records indicates a disability or multiple disabilities 

that significantly impact intellectual functioning and adaptive 

behavior.* 

2. The student is learning content linked to grade-level 

content standards. 

Goals and instruction listed in the IEP for this student are linked to the 

enrolled grade-level content standards and address knowledge and 

skills that are appropriate and challenging for this student.  

3. The student requires extensive, direct, 

individualized instruction and substantial supports 

to achieve measurable gains in the grade- and age-

appropriate curriculum.  

 

The student (a) requires extensive, repeated, individualized 

instruction and support that is not of a temporary or transient nature, 

and (b) uses substantially adapted materials and individualized 

methods of accessing information in alternative ways to acquire, 

maintain, generalize, demonstrate, and transfer skills across multiple 

settings.  

*Adaptive behavior is defined as essential for someone to live independently and to function safely in daily life.  

 

Appendix C shows the 2021 summary of participation rates for the MSAA for both mathematics and ELA 

by demographic category. 

 

Assessments for students with the most significant cognitive disabilities rely on a foundation of 

communicative competence. Students who do not have receptive and expressive communication are 

unlikely to be able to demonstrate what they know and can do on an assessment. Students who do not 

have an appropriate mode of communication are identified during the assessment process. Post-

assessment, teachers have the opportunity to use the Communication Tool Kit developed by NCSC to 

help these students develop an appropriate mode of communication. The Tool Kit can be found here: 

https://wiki.ncscpartners.org/index.php/Communication_Tool_Kit. 

 

 

 

 

https://wiki.ncscpartners.org/index.php/Communication_Tool_Kit
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Chapter 3. Test Development-
Content and Administration 
3.1 History of Alternate Academic Achievement Standards 
and Core Content Connectors 
As noted in Chapter 2, MSAA has evolved from the work of NCSC. As such, MSAA’s history is firmly 

planted in the foundation of the NCSC AA-AAAS and follows the original Theory of Action. Designed 

specifically for students with the most significant cognitive disabilities, the NCSC AA-AAAS was a 

performance-based test that was aligned with grade-level state content standards for ELA and 

mathematics and tested student performance based on alternate academic achievement standards. 

 

The NCSC state and center partners, comprised of content and special education experts, focused on 

defining the constructs of reading, writing, and mathematics to reflect an appropriate expectation of 

instruction and learning throughout a student’s educational experience. Furthermore, the experts sought 

to make those constructs adaptable to the way in which students with the most significant cognitive 

disabilities demonstrate acquired knowledge and skills. NCSC established overarching content definitions 

by examining: (a) existing content definitions in general education; (b) the content, concepts, terminology, 

and tools of each domain; (c) a body of extant research; and (d) the Common Core State Standards 

(CCSS). These content definitions became central to the development of assessment items. 

 

NCSC developers revised and refined the NCSC AA-AAAS design using cycles of continuous feedback 

from state and center partners. Developers evaluated proposed designs through iterative item and test 

development steps, special studies, and pilot testing, all of which were central to the final NCSC 

assessment model implemented through the first administration of the operational test in spring 2015. 

 

Prior to the start of item development, the Core Content Connectors (CCCs) connecting the Learning 

Progression Frameworks (LPFs) to the CCSS were developed. 

3.1.1 The Learning Progression Frameworks 

The LPFs present a broad description of the essential content and general sequencing for student 

learning and skill development (Hess, 2010). The LPFs provide the educational logic to help move 

students with the most significant cognitive disabilities along with their peers, based on researched 

teaching and learning, toward mastering skills for college and career readiness. Experts at NCSC looked 

at these learning targets together with grade-level content expectations from the CCSS to identify and 

clarify the most salient grade-level core academic content to guide instruction and assessment from 

kindergarten through high school for students with the most significant cognitive disabilities. This core 

academic content is referred to as the CCCs.  

3.1.2 Core Content Connectors 

The CCCs were defined by NCSC as the academic content designed to frame the instruction and 

assessment of students with the most significant cognitive disabilities. This identified core content serves 

as a connection or stage between the LPFs (designed for typically developing students) and the CCSS 

(which define grade-level content and achievement). The CCCs are intentionally dually aligned with both. 

The CCCs are designed to contribute to a fully aligned system of content, instruction, and assessment 
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that focuses on the core content, knowledge, and skills needed at each grade to ensure success at the 

next grade level.  

Each CCC represents a teachable and assessable part of the content. Related CCCs are addressed 

during instruction to create deeper understanding of grade-specific academic content. The CCCs are 

specifically intended to promote success as students advance alongside peers without disabilities from 

grade level to grade level. They are the starting point for instruction, not necessarily everything an 

individual student can and should learn.  

 

The CCCs preserve the sequence of learning outlined in the LPFs, to the extent possible, while 

deconstructing the progress indicators (which describe concepts and skills along the learning continuum 

for each grade span in the learning progression) into smaller segments of content. The CCCs and 

corresponding Curriculum Resource Guides were developed to help explain and promote how students 

can engage in the CCSS while following the LPFs. To demonstrate the content sequence maintained by 

the CCCs, Table 3-1 shows a series of CCCs developed for multiple grades by NCSC for one big idea 

within the mathematics strand of geometry.  

Table 3-1. CCCs Developed for Geometry Big Idea: Shapes and Figures—Their Attributes, Properties, 
and Corresponding Parts 

Grades Geometry Core Content Connectors 

K–2 

K.G.M1a1 
Recognize two-
dimensional shapes (e.g., 
circle, square, triangle, 
rectangle) regardless of 
orientation or size 

K.GM.1a2 
Recognize two-
dimensional shapes in 
environment regardless of 
orientation or size 

K.GM.1a3 
Use spatial language (e.g., 
above, below) to describe 
two-dimensional shapes 

2.GM.1a4 
Identify two-dimensional 
shapes such as 
rhombus, pentagons, 
hexagons, ovals, 
equilateral, isosceles, 
and scalene triangles 

3–4 

3.GM.1h1 
Identify shared attributes of 
shapes 

4.GM.1h2 
Classify two-dimensional 
shapes based on attributes 
(number of angles) 

  

5–6 
5.GM.1a1 
Recognize properties of 
simple plane figures 

5.GM.1b1 
Distinguish plane figures 
by their properties 

  

7–8 
7.GM.1e 
Construct or draw plane 
figures using properties 

8.GM.1g1 
Recognize congruent and 
similar figures 

  

HS 

H.GM.1e  
Make formal geometric 
constructions with a variety 
of tools and methods 

H.GM.1b  
Use definitions to 
determine congruency and 
similarity of figures 

  

 

The CCCs reference the Learning Progressions Frameworks Designed for Use with the Common Core 

State Standards in Mathematics K–12 (Hess, 2010). The letter/number in each box provides a cross- 

reference to the letter/number in the original learning progressions. For example, for 3.GM.1h1, the 3 

means third grade, the GM means geometry, the 1h relates to the specific progress indicator in the 

original learning progression, and the 1 means that it is the first in a series of connectors.  
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Table 3-1 shows how learner understanding builds across years. For example, in the second column, the 

student recognizes shapes, then compares shapes based on attributes, then distinguishes plane figures 

by properties, then recognizes congruent/similar figures, and finally by high school can use definitions to 

determine congruency/similarity of figures. These skills all promote the big idea about shapes—their 

 attributes, properties, and corresponding parts (Wakeman, Lee, & Browder, 2012). 

 

The MSAA State Partners adopted the CCCs as the standards that the students are instructed and 

assessed against as a participating consortia member. These CCCs are the measured academic content 

on the MSAA and are aligned to and derived from each participating state’s content standards, 

3.2 Alignment and Linkages 
Evidence that test content reflects the concepts that were meant to be measured is one of the critical 

sources of information necessary to support valid interpretations of test scores (AERA et al., 2014). 

Alignment refers to coherent connections within and across a system (Forte, 2013a, 2013b). Traditional 

alignment procedures describe the degree of intersection, overlap, or relationship among academic 

content embedded in state content standards, assessment, and instruction (Webb, 2005). 

 

As part of the assessment development process, NCSC conducted a series of studies to answer several 

key questions related to the alignment of the assessment. These efforts were meant to ensure that 

students’ scores can be interpreted as reflecting the knowledge and skills defined in the standards and 
claims (developed by NCSC, see National Center and State Collaborative 2015 Operational Assessment 

Technical Manual). The alignment questions were: 

1. What is the degree of alignment between the CCCs and the grade-level CCSS? 

2. What is the degree of alignment between instructional student learning expectations and 

measurement targets (expectations for assessed knowledge and skills)?  

3. To what degree dossssss the assessment tasks and items align to the grade-level CCSS? 

4. To what degree do the assessment tasks and items align to the performance level descriptors 

(PLDs)? 

5. How well do the claims align with grade-level content and provide useful information for tracking 
student progress toward achieving the knowledge and skills in the grade-level standards? 
 

To address the five alignment questions, various studies were conducted between 2012 and 2015 at 

different points in the development process to ensure system coherence. Table 3-2 lists the studies, when 

each was conducted, and the alignment question being addressed. 
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Table 3-2. Studies Related to Evidence of System Coherence 

Study Conducted Claim for Which Evidence Is Provided 

Relationship Studies Mathematics: Summer 
2012; Reading: Winter 
2013; Writing:  Summer 
2013 

Evidence for Alignment Question #1. 
The content and skills in the CCCs represent an adequate and appropriate sample of 
the grade-level CCSS.  

UMASS Study of 
Coherence 

Fall 2013 Evidence for Alignment Question #2. 
The targets for measurement provide information useful for tracking student progress 
in the CCSS and to teachers for providing instruction focused on academic 
expectations.  

Task/Item Alignment 
Study 

Summer 2015 Evidence for Alignment Question #3. 
The content and skills assessed by the NCSC AA-AAAS represent an adequate and 
appropriate sample of the grade-level CCSS.  

Item Mapping Study Summer 2015 Evidence for Alignment Question #4. 
The score reports are accurate and support appropriate inferences about student 
knowledge and skills.  

Vertical Coherence 
Study 

Summer 2015 Evidence for Alignment Question #5. 
The targets for measurement provide information useful for tracking student progress 
in the CCSS and for providing instruction focused on academic expectations.  

MSAA has carefully and gradually evolved from NCSC, ensuring the alignment has been maintained 

while still allowing for adjustments. For example, the prioritized CCCs and reporting categories have 

remained the same for mathematics and for ELA (with the exception of one adjustment to the Reading 

Foundational CCC at grades 3 and 4) from those originally identified by NCSC. Section 3.4 provides 

detail on the contents and blueprints. The various alignment studies noted in Table 3-2 are applicable for 

the MSAA as the NCSC Theory of Action serves as the foundation for the MSAA program. MSAA has 

implemented test design adjustments that were outlined by NCSC during the original test design planning 

phase. One example of this is the implementation of the stage-adaptive test design. Section 3.3 below 

provides detailed information about the assessment design. 

3.3 2021 MSAA Assessment Design 

3.3.1 Operational Design 

The operational MSAA is designed to produce valid and reliable mathematics and ELA scores. The 

mathematics and reading portions of the test are composed primarily of selected-response items. In 

mathematics, all grade levels also include constructed-response items that require students to work 

through a process to solve a problem, but that result in either correct or incorrect answers. Writing is 

composed of selected-response stand-alone items, a multiple-part selected-response writing prompt, and 

an open-response writing prompt. 

 

The operational items vary in complexity following the Mathematics Tier Guidelines, ELA Tier Guidelines, 

and Passage and Item Sloping Guidelines, where each tier at a given standard addresses both the 

content complexity and the degree of scaffolding and support provided with the items. The tiers provide 

four decreasingly complex versions (items) of the task referred to as Tier 4 (most complex), Tier 3 (less 

complex), Tier 2 (less complex than Tier 3), and Tier 1 (least complex). The writing prompts use three 

levels of items. Tier 1 is a multiple-part selected-response item series, where all items build on each other 

toward the creation of a final product. Tier 2 and Tier 3 are open-response writing prompts that vary in 

complexity based on the amount of support provided at each tier. The MSAA TAC and state partners 

monitored item performance and watched for substantive delineation among tiers. Ultimately, they 

decided the 4 tiers did not differentiate to the degree intended and shifted from 4 tiers to 3 levels in item 

development. In this model, Level 3 is the most complex, Level 2 is less complex than Level 3, and Level 
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1 is the least complex. There was no adjustment to the writing prompt levels. Guidelines providing sloping 

structure for the item design were updated to reflect the new model. Additional detailed information about 

item design, mapping of tiers to levels, and administration is provided in Section 3.3.3. 

 

For the 2021 assessment, three two-stage adaptive forms were developed for both ELA and mathematics 

to accommodate the inclusion of field-test items within Session 1. The forms follow guidelines informed by 

the respective content-area test blueprints (test blueprints are discussed in Section 3.4). The operational 

items are presented in two sessions. The Session 1 operational items are the same across all forms. 

Session 1 is considered Stage 1. Session 1 is taken by all students, while Session 2, which is considered 

Stage 2, is assigned to students based on how they perform on Session 1. There are three versions of 

Session 2, of varying difficulty, that may be assigned. Version C is intended to be slightly more complex 

and difficult than Version B, and Version B is intended to be slightly more complex and difficult than 

Version A. A Level 1 writing prompt is included for Sessions 2A, 2B, and 2C. A Level 2 writing prompt is 

included in Session 2A, and a Level 3 writing prompt is included in Sessions 2B and 2C.  

There are, thus, three possible paths for a student to take through the multistage test. All students take 

Stage 1, and, depending on how they perform on Stage 1, are assigned 2A, 2B, or 2C. In 2021 there is a 

moderate overlap of items in each version, but enough variation to ensure varying degrees of the desired 

separation of test information functions (TIFs) across the paths. For more information on TIF, see Chapter 

9, and for more information on the measurement reliability stemming from these TIF values, see Chapter 

10. 

 

Figure 3-1 illustrates the two-stage adaptive design with field-test items indicated in Session 1, along with 

the levels of items that were used in each session. The three paths (Session 1 plus Session 2A, Session 

1 plus Session 2B, and Session 1 plus Session 2C) for the operational assessment exist for each of the 

three field-test forms. 

Figure 3.1 Two-Stage Adaptive Design 
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3.3.2 Operational Items and Embedded Field-Test Items  

As discussed earlier, there are three versions of Session 2. A number of items are the same across 

Sessions 2A, 2B, and 2C. 

 

As shown in Table 3-3, the ELA tests administer 39–42 operational items including two writing prompts, 

consisting of 18–21 Session 1 items and 21 Session 2 items. Each field-test form has 11–13 field-test 

items for a total of 33–39 items across the three field-test forms. As discussed earlier, there are three 

versions of Session 2, which consist of 3 passage sets and 5–7 writing items. In Session 2 a total of 7–21 

items overlap across Sessions 2A, 2B, and 2C depending on the grade. The items that overlap are not 

always the same ones across all 3 versions (e.g., one passage set may overlap across 2A and 2B, and a 

different passage set may overlap across 2B and 2C). 

Table 3-3. ELA Operational and Embedded Field-Test Items 

Grade 
Total Operational Items 
Administered to Each 

Student  

Writing Prompt 
Operational Items 

Selected-Response 
 Field-Test Items Total Across 

Three Field-Test Forms 

3 42 2 36 

4 42 2 33 

5 42 2 36 

6 40 2 33 

7 39 2 39 

8 40 2 36 

11 40 2 36 

 

As shown in Table 3-4, the mathematics tests consist of 35 operational items across the testing sessions 

per grade, consisting of 15 Session 1 items and 20 Session 2 items. Each field-test form has 10 different 

field-test items for a total of 30 field-test items across the three field-test forms. As discussed earlier, 

Sessions 2A, 2B, and 2C each have 20 items. A subset of the items in Session 2A are common with 

items in Session 2B. There can be up to 10 items that are common between Sessions 2A and 2B. A 

subset of the items in Session 2C is common with items in Session 2B. There can be up to 10 items that 

are common between Sessions 2C and 2B. There are no common items between Session 2A and 

Session 2C. 

Table 3-4. Mathematics Operational and Embedded Field-Test Items 

Grade 
Total Operational Items 

Administered to Each Student 
Field-Test Items Total Across Three Field-

Test Forms 

3 35 30 

4 35 30 

5 35 30 

6 35 30 

7 35 30 

8 35 30 

11 35 30 
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The 2021 field-test items are selected based on the following criteria: 

• mathematics and ELA items represent a variety of item complexity levels (including the writing 
stand-alone component and a Level 1 writing prompt); 

• ELA passage or writing topics are unique to the form and provide a variety of genres; and  

• the passage and items are engaging, accurate, and free of regional bias. 

The items on each of the forms are reviewed by psychometrics for any validity and reliability concerns. 

The MSAA Test Construction Process for 2021 provides the procedures to follow in constructing the test 

including the psychometric parameters that form the criteria each constructed test should meet. This 

document is used as the guiding resource to replicate MSAA test construction processes across 

administration years. The test construction process occurs following data review of the field test items 

from the previous administration. The content specialists create the test pulls based on the test blueprints 

and criteria provided by the psychometricians. The forms are then evaluated by psychometrics and 

revision loops occur as needed. Once the psychometricians provide approval of a constructed test it is 

then also reviewed by the Psychometric and Test Construction Subcommittee. All constructed tests, as 

well as the field-test items, are posted on a secure FTP site for the Psychometric and Test Construction 

Subcommittee review and approval. A webinar is held with the MSAA subcommittee to explain the test 

construction process and to review the Test Construction Design document, which provides information 

specific to each content area about the items selected. The MSAA subcommittee then has an opportunity 

to provide input and final approval.  

 

The 2021 assessment includes field-test items in both mathematics and ELA (reading and writing) with 

differing levels of complexity. In order to address some of the overlap in item difficulty across Tiers 2, 3, 

and 4, the MSAA Partner States adjusted the item design to consist of three levels. Items that were field-

tested in 2021 were written to three target levels, whereas some of the operational items in the 2021 test 

forms were written to four target tiers. The writing prompts were already developed at only three tiers, and 

as such, were renamed to designate them as levels instead of tiers. The tiers-to-levels mapping is shown 

in Table 3-5. 

Table 3-5. Mapping of Tiers and Complexity Levels 

Tier 4 Item complexity level 3 

Tier 3 
Item complexity level 2 

Tier 2 

Tier 1 Item complexity level 1 

 

The ELA Level Guidelines, Mathematics Level Guidelines, and item specifications for each grade and 

content were updated to reflect the three item complexity levels. A primary distinction among items written 

at item complexity levels 1–3 is (a) their connection to content standards, and (b) the scaffolded supports 

provided at each level.  

• Complexity level 3 items target the Core Content Connectors, with minimal supports provided 
during item administration.  

• Complexity level 2 items target Core Content Connectors, with content supports (e.g., graphics, 
examples, definitions) provided during item administration.  

• Complexity level 1 items target Essential Understandings, with content supports (e.g., graphics, 
simplified language) and item supports (e.g., two response options provided during item 
administration.  
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3.3.3 Item Design and Administration 

The MSAA item design and administration is intended to capture student performance at different levels 

of skill and knowledge acquisition. The assessment items incorporate important aspects of item design 

related to both varying levels of content complexity and the degree and type of scaffolds and supports. 

The MSAA Partner States follow NCSC’s intentional assessment development process to address the 

targeted grade-level academic content linked to evidence-based curricular and instructional materials. 

 

The MSAA content development processes address levels of cognitive and language complexity, 

specifically addressing the state content standards, and the heterogeneous characteristics of the target 

student population. The assessment items vary systematically in complexity yet remain aligned with the 

focal knowledge, skill, and ability (FKSA) behind the CCCs. The items are designed to capture student 

performance by varying two characteristics: (1) levels of content complexity, and (2) degrees and types of 

scaffolds and supports. The scaffolds and supports (e.g., reminders, examples, and models) are provided 

to focus the student on the task and elicit a response without guiding the student’s response.  

Overall Item Structure 

A range of item levels is developed for each CCC, as described in Section 3.3.1. Each level provides 

variable features and supports that offer multiple entry points for a variety of students to demonstrate their 

knowledge and skill. All items assess grade-level academic concepts defined by either the FKSAs or the 

Essential Understandings (EUs). Items follow the level guidelines and item specifications. As outlined in 

the level guidelines, items of graduated complexity address the same FKSA but provide increased levels 

of support and/or decreased levels of complexity, and at the lowest tier address the EU that has the most 

decreased level of complexity, and also as part of the item, provide the greatest level of support. 

Additionally, the MSAA item specifications are consistent with design patterns and task template 

guidelines that were originally developed by NCSC. The item types, as outlined in the MSAA item 

specifications, are selected-response, multiple-part selected-response, constructed-response, and open-

response. Regardless of tier or item type, all items include teacher directives. 

 

Mathematics and ELA (reading, language, and stand-alone writing) selected-response items are multiple-

choice items where a student selects a response from three options (two options at Level 1); the answer 

is worth 0 or 1 point. ELA multiple-part selected-response items are multiple-choice items that are 

clustered together and connected to a single CCC. For each item, the student selects a response from 

three options (two options at Level 1); the answer is worth 0 or 1 point. The overall cluster could, then, be 

worth more than 1 point. There are two- and three-part items. A typical example of a multiple-part 

selected-response item would be an initial item in the cluster that asks the student to identify the main 

idea and then a second item that asks for a supporting detail. In contrast, the mathematics MSAA item 

specifications and tier guidelines require CCCs with multiple components to be addressed with unique 

items. For example, a CCC asking a student to identify and solve an equation might be evaluated using 

one item that requires the student to identify the correct equation for a word problem and a separate item 

that requires solving an equation. 

 

Mathematics constructed-response items require the student to interact in some way with a set of 

materials to provide a response. These items are scored as correct or incorrect by the TA following the 

directions provided in the Directions for Test Administration (DTA). For example, students might construct 

a graph, solve a problem, or complete a table. These items are worth 0 or 1 point because the items ask 

the student to show whether a single concept is understood. 
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ELA reading foundational items focus on comprehension skills and are administered as selected-

response items worth 0 or 1 point. Students are asked to read five words and select the most appropriate 

word to complete the sentence provided. 

 

ELA writing prompt items require students to compose a permanent product about a specific topic, 

following the writing process. The Level 1 writing prompt is a multiple-part selected-response item where 

the items build on each other toward the creation of a final product. For each item in the series, the 

student selects a response from two options, with the answer worth 0 or 1 point. Items may have four to 

six parts, depending on the grade. 

 

Unlike Level 1, the Level 2 and Level 3 writing prompts are open-response writing prompts that vary in 

complexity with the amount of support provided at each tier. The Level 2 writing prompt provides a 

graphic organizer and a template with sentence starters that a student utilizes to create a product based 

on information he or she included in the graphic organizer. The Level 3 writing prompt provides a graphic 

organizer and a template that does not have sentence starters; the student completes his or her product 

within the template based on information he or she included in the graphic organizer. For Levels 2 and 3, 

the student response is evaluated against a grade- and tier-specific rubric. Open-response writing prompt 

items were developed for Levels 2 and 3 only. As outlined in Chapter 1, the writing prompt items are 

operational in each grade for the 2021 MSAA. For reference, the specific writing rubrics are included as 

an appendix in the MSAA 2021 Guide for Score Report Interpretation. 

Administration 

For every grade level, the ELA and mathematics tests require two test sessions. TAs begin with Session 

1 of either the ELA test or the mathematics test. Descriptions of the test sessions are shown in Tables 3-6 

and 3-7. 

Table 3-6. ELA Test Sessions 

Session 1: ELA Session 2: ELA, Includes Writing Prompts 

Literary and informational reading passages and 
associated selected-response reading items 
 
Selected-response writing stand-alone items 
 
Reading Foundational items field-test (grades 3 
and 4 only) 

Literary and informational reading passages and 
associated selected-response reading items 
 
One multiple-part selected-response writing 
prompt  
 
One open-response writing prompt 

Table 3-7. Mathematics Test Sessions 

Session 1: Mathematics Session 2: Mathematics 

Selected-response mathematics items  
 
Constructed-response mathematics items*  

Selected-response mathematics items 
 
Constructed-response mathematics items*  

*Constructed-response mathematics items are dichotomously scored. 
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3.3.4 Item Components 

3.3.4.1 Selected-Response: Reading, Writing (Stand-Alone Items and Multiple-Part 

Selected-Response Writing Prompt), Mathematics 

All directions and materials needed for administering selected-response items are provided in the secure 

grade-, content- and form-specific DTA. Selected-response items are presented to students in a 

standardized and consistent format. Every item is presented in the following order: 

• item stimulus (which may include a passage, passage part, picture, graphic, or other illustration); 

• item question; and 

• response options presented in vertical or horizontal formation depending on the size of the 
response options. 

Students select a response from the options in a variety of ways (e.g., using the computer mouse, 

verbalizing, gesturing, using eye gaze or communication devices, using assistive technology). Students’ 
responses are entered into the MSAA System. If a student has the scribe accommodation, the scribe 

enters the student-selected response on behalf of the student. 

3.3.4.2 Constructed-Response: Mathematics 

The secure grade-, content-, and form-specific DTA contains the directions as well as the materials and 

manipulatives needed by the TA to assess the student on the constructed-response items. The TA prints 

out the materials and manipulatives with which the student will interact. Each item is presented to the 

student in a standardized, scripted sequence of steps, culminating in the TA scoring the student 

performance using the required Mathematics Scoring Rubrics. The Mathematics Scoring Rubrics provide 

scoring standards that must be used in evaluating student responses. The constructed-response item is 

scored as correct or incorrect based on the Mathematics Scoring Rubric for that item. The TA enters the 

student constructed-response score into the MSAA System. 

3.3.4.3 Open-Response: Writing Prompt 

All open-response writing prompt directions and stimulus materials, including the response template, are 

included in the secure grade-, content-, and form-specific DTA. TAs print or prepare any writing stimulus 

materials that they would need to use for the test. The open-response writing prompt is presented to the 

student by the TA in a standardized, scripted sequence of steps. 

 

The student, or a scribe, records the response to the writing prompt either on the response template in the 

online MSAA System or on the paper response template included in the DTA. If the student uses a paper 

version of the response template, the TA 

• uploads the response template, including any annotations, into the MSAA System, or 

• transcribes or types (exactly) the student’s writing response, including any annotations, into the 
MSAA System. 

If the student’s writing response includes inventive spelling, hard-to-read penmanship, or use of symbols, 

TAs are directed to annotate the response so that it can be understood by an external scorer. For more 

information about scoring, see Chapter 6. 

3.4 Content and Blueprints 
The test blueprints followed by MSAA are consistent with the original NCSC Theory of Action, the 

evidence-centered design undertaken to develop the summative assessment, and with best practices in 

educational measurement. Tables 3-8 and 3-9 show the broad targets developed to guide the item 
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development process and to inform test construction. The tables provide general guidance for identifying 

areas of emphasis in the development of the mathematics and ELA tests. The test blueprints in Appendix 

D incorporate the overall content distributions used for the development of the operational tests. Each 

grade level/content area is represented by a table that first describes the domain (e.g., operations and 

algebraic thinking) or text type (e.g., reading informational text), weights by domain and ELA strands and 

text types, CCC, item types, and number of items. To continuously improve the assessment following 

each administration, the items’ statistics for each test in each grade and content area are revisited to 

balance both the content requirements of the blueprints and the psychometric characteristics of the items 

for the subsequent administration. The core set of operational items on each two-stage adaptive test is 

established from this balanced approach.  

3.4.1 English Language Arts  

For the 2021 MSAA, the ELA items in reading and writing are aligned with prioritized CCCs, which are in 

turn connected to the CCSS and state content standards, as well as to the LPFs. The distribution of ELA 

items related to various text types (e.g., literary, informational, and argument) aligns to the text type 

emphasis in reading and writing outlined in the CCSS and state content standards. 

 

For the 2021 MSAA, reading comprehension assessment items are presented as a single selected-

response or multiple-part selected-response item as described in Section 3.3.3.  

 

In grades 5–8 and 11, some prioritized content standards require evaluation of content across more than 

one passage. These skills are measured using paired passage sets. All paired passages are written in 

the informational text type. Tables in the test blueprints identify which CCCs require paired passages. 

 

In grades 3 and 4, the reading foundational content category addresses the anchor standard of fluency. In 

2021 reading foundational items are being used operationally. 

 

The three CCCs prioritized for writing at each grade level consist of one CCC operationally assessed by a 

multiple-part selected-response writing prompt and an open-response writing prompt, and two CCCs 

operationally assessed by selected-response writing stand-alone items. The selected-response writing 

stand-alone items are designed to assess discrete basic writing skills. The multiple-part selected-

response writing prompt and the open-response writing prompt are designed to measure a student’s 
ability to generate a permanent product to represent organized ideas specific to a writing mode, 

supported with details or facts to develop those ideas or clarify meaning, and the use of standard English 

conventions (for the open-response writing prompt only). 

Table 3-8. Guidelines for Distribution of ELA Content by Grade Level 

ELA Content Category Gr 3 Gr 4 Gr 5 Gr 6 Gr 7 Gr 8 Gr 11 

Reading Literary 24–32% 24–32% 25–33% 21–30% 17–26% 17–26% 17–26% 
Reading Informational 18–26% 18–26% 25–33% 26–34% 32–36% 32–36% 32–36% 
Reading Vocabulary and 
Foundational (G3 and G4) 

12–16% 12–16% 6–10% 9–11% 6–9% 6–9% 6–9% 

Writing 36–38% 32–38% 31–40% 36–40% 36–40% 36–40% 36–40% 

 

3.4.2 Mathematics 

Mathematics items are aligned with prioritized CCCs, which are in turn connected to the CCSS and state 

content standards, as well as to the LPFs. Mathematical knowledge across the CCCs is assessed 



 

Multi-State Alternate Assessment—2021 Technical Report 24 
 

through selected-response items and constructed-response items. The need for constructed-response 

items is determined by the FKSA associated with a given CCC.  

Table 3-9. Guidelines for Distribution of Mathematics Content by Grade Level 

Mathematics Content Category Gr 3 Gr 4 Gr 5 Gr 6 Gr 7 Gr 8 Gr 11 
Operations and Algebraic Thinking 28–32% 28–32% 9–11%     
Number and Operations Base Ten 17–23% 9–11% 34–40%     
Number and Operations Fractions 17–23% 28–32% 17–23%     
Measurement and Data 17–23% 17–23% 17–23%     
Geometry 9–11% 9–11% 9–11% 9–11% 17–23% 28–32% 9–11% 

Ratio and Proportions    28–32% 34–40%   
Expressions and Equations    17–23% 9–11% 17–23%  
The Number System    28–32% 17–23% 9–11%  
Statistics and Probability    9–11% 9–11% 17–23% 17–23% 

Functions      17–23%  
Algebra and Functions       47–52% 

Number and Quantity       17–23% 

 

In some cases, the selected FKSAs are best addressed by separating the skill into two parts, creating two 

unique items to fully address a single content standard. Tables in Appendix D identify which CCCs 

require two items. 

 

In addition, there are items identified as not allowing the use of calculators. These items tend to be 

related to computation, where the construct being assessed would be masked using a calculator.  
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Chapter 4. Test Development-
Stakeholder Involvement 

 
4.1 General Philosophy and Role of the Item Development 
and Psychometric Subcommittees and Other Stakeholders 
in Test Development 
As discussed previously, the MSAA is a comprehensive assessment system designed to promote 

increasingly higher academic outcomes for students with the most significant cognitive disabilities in 

preparation for a broader array of post-secondary outcomes. The MSAA is designed to assess the 

academic content of the CCCs through an assessment design that consists of items written at various 

levels of complexity and provides built-in supports to meet the individual needs of the students. The two-

stage adaptive assessment allows students to demonstrate what they know and can do. Given the wide 

diversity of the student population, great emphasis is placed on ensuring that the MSAA is appropriate 

and accessible to all eligible students. 

 

The MSAA items on the 2021 administration are from the previous NCSC 2015 administration, as well as 

the 2016, 2017, 2018, and 2019 MSAA administrations. As described in Chapter 3, the items selected as 

field-test items are developed by MSAA. The item development process is an iterative one, which allows 

for multiple opportunities for review of the items by various stakeholders including MSAA State 

Representatives, content experts and Partner State representative reviewers that are selected by MSAA 

State Representatives, and external passage and item content and bias review participants. Items that 

are newly developed are field-tested during the spring administration. Once they are field-tested, the 

items undergo data analysis and then go through a data review process with MSAA State 

Representatives. Figure 4-1 provides a flowchart outlining the item-development process. 
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Figure 4.1 Item Development Process 
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Chapter 5. Training and 
Administration 
5.1 Test Administrator and Test Coordinator Training 
The MSAA Partner States adhere to the premise from the testing standards (AERA et al., 2014) that a 

key consideration in developing test administration procedures and manuals is that test administration 

should be fair to all examinees. When all Test Administrators (TAs) are utilizing the same well-defined 

administration procedures and the provided training, manuals, and supporting documents, administration 

is optimally standardized and poised to be fair to all examinees. Test Coordinators (TCs) are directly 

responsible for supporting TAs in understanding and following the administration procedures. 

Comprehensive TC training and materials targeted to their role and responsibility ensure that they are 

appropriately prepared to support the TAs. 

 

As the MSAA is a computer-administered test, the administration procedures are consistent with the 

hardware and software requirements of the test specifications. MSAA requires completion of training by 

all TCs and TAs to support standardized test processes and procedures. MSAA provides ancillary testing 

materials each year outlining specific practices and policies including (a) the Test Administration Manual 

(TAM); (b) MSAA Online Test Administration Training; (c) MSAA Online Assessment System User Guide 

for Test Administrators; (d) MSAA Online Assessment System User Guide for Test Coordinators; and (e) 

grade-, content-, and form-specific Directions for Test Administration (DTA). The online training and the 

supporting documents are comprehensive and prescriptive, but also provide clear information on where 

and how much flexibility a TA has while administering the MSAA. TCs and TAs receive both the online 

training and the supporting documents to ensure fidelity of implementation and the validity of the 

assessment results as well as to help MSAA prevent, detect, and respond to irregularities in academic 

testing and maintain testing integrity practices for technology-based assessments. 

5.2 Test Administrator Training Modules 
The online training modules for TAs are available prior to the beginning of the testing window and 

throughout the testing window. The training modules are customized to address the specific 

responsibilities of the TA and to provide important information from the three documents TAs are required 

to use: the (1) TAM, (2) DTA, and (3) MSAA Online Assessment System User Guide for Test 

Administrators. These training modules are updated for the 2021 administration in correspondence with 

the updates to the required documents. There are six modules (see Table 5-1). Each module requires 

approximately 15–30 minutes to complete.  

Table 5-1. Training Modules for Test Administrators 

Module 1: MSAA Overview 
Module 2: Navigating the MSAA Online Assessment System 
Module 3: Test Administrator and Test Coordinator Responsibilities 
Module 4: The Writing Prompt 
Module 5: Accessibility Features and Accommodations 
Module 6: Student Response Check and Early Stopping Rule 

 



 

Multi-State Alternate Assessment—2021 Technical Report 29 
 

TAs are required to view the training modules (accessed through the MSAA System) in sequence and to 

successfully complete a final quiz after viewing all modules. Each module must be viewed before the link 

for the subsequent module becomes accessible. 

Questions pertaining to information in the module follow each online training module for TAs. These 

questions are included as a review of the content to prepare TAs for the final quiz. TAs must obtain a 

score of 80% or higher on the final quiz to be certified to access the secure test administration materials. 

If TAs do not fulfill this certification requirement, they are not allowed access to the secure test materials. 

The TAs are notified within the MSAA System whether they pass the final quiz. TAs are allowed multiple 

attempts to obtain a score of 80% or higher on the final quiz. 

 

In addition to the module training, TAs are instructed to become familiar with the online system by 

accessing sample items. In addition to the sample items, which were developed by content and 

measurement experts for teachers, administrators, and policymakers for the NCSC assessment, MSAA 

added sample items for the 2021 administration that are representative of current MSAA item 

development. The sample items do not address all assessed content at each grade level and are not 

representative of every item type. Rather, the sample items provide a preview of the array of items and 

illustrate multiple item features that allow students with a wide range of learner characteristics to interact 

with the assessment process. 

5.3 Test Coordinator Training Modules 
Online modules specific to the role of TCs are made available both before and during the testing window. 

These training modules are customized to address the specific responsibilities of the TCs and to provide 

important information from the documents TCs are required to use: the (1) TAM and (2) MSAA Online 

Assessment System User Guide for Test Coordinators. Like the TA training modules, the TC training 

modules are updated based on the revisions made to the required documents. There are six modules; 

each of which runs 20–25 minutes (see Table 5-2).  

Table 5-2. Training Modules for Test Coordinators 

Module 1: MSAA Overview 
Module 2: Navigating the MSAA Online Assessment System 
Module 3: Test Administrator and Test Coordinator Responsibilities 
Module 4: The Writing Prompt 
Module 5: Creating and Managing Users and Classrooms 
Module 6: Student Response Check and Early Stopping Rule 

 

TCs are required to view the online training modules (accessed through the MSAA System) in sequence. 

Each module must be viewed before the link to the subsequent module becomes accessible. There are 

quiz questions at the end of each module as a review of the content of that module. TCs are required to 

complete the online training but not required to take a final quiz.  

5.4 Best Practice Videos  
The best practice videos are accessed through the MSAA System and provide TAs with targeted 

information about the MSAA. Video 1 focuses on (1) reviewing assessment features that are available 

within the MSAA online system, (2) how to go to full screen mode and zoom within the browser, and (3) 

procedures to follow when using the hybrid approach to administration (i.e., both online and paper-pencil 

formats). Video 2 focuses on the purpose and steps of conducting the student response check (SRC) and 

on how to implement the early stopping rule (ESR). Videos 3 and 4 focus on administration of the open-
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response writing prompts. In each of these videos a mock student-TA interaction is used to provide TAs 

with a true picture of these administration processes (see Table 5-3).  

 
Table 5-3. Best Practice Videos 

Video 1: How to Administer an Item 
Video 2: How to Administer the SRC and Implement the ESR 
Video 3: How to Administer a Level 2 Writing Prompt 
Video 4: How to Administer a Level 3 Writing Prompt 

 

5.5 Test Administration Manual  
The Test Administration Manual (TAM) provides an overview of, and the guidelines for, planning and 

managing the MSAA administration for district and school personnel. Additionally, the TAM defines the 

roles and responsibilities of the TA, TC, and State MSAA Coordinator, who are involved in and oversee 

the administration of the MSAA. It is organized according to the following tasks: 

• providing an overview of the MSAA and the required documents (i.e., TAM, DTA, MSAA Online 
Assessment System User Guide for Test Administrators, MSAA Online Assessment System User 
Guide for Test Coordinators); 

• defining the roles and responsibilities of the TA and TC, as well as training requirements;  

• describing the accessibility features for both online and paper administration as well as the 
allowable accommodations (i.e., assistive technology, paper version, scribe, sign language); and 

• providing detailed information about how to maintain test security and what constitutes a test 
irregularity. 

The TAM also contains appendices for scribe accommodation and sign language accommodation 

protocols, the procedures for annotations, and guidelines regarding the use of augmentative and 

alternative communication by students taking the MSAA. The TAM is accessible to TAs and TCs through 

the MSAA System and is made available prior to the beginning of the testing window, as well as 

throughout the testing window.  

5.6 Directions for Test Administration (DTA) 
The secure grade-, content-, and form-specific DTAs are required to be used by TAs when administering 

the MSAA. Each DTA is accessible through the MSAA System once a TA has been certified. The DTAs 

are required to be used by the TA for MSAA administration. The following elements are provided as part 

of each DTA (as applicable for a content area):  

• standardized directions and scripts that must be followed exactly as written for each item, 
including alternative text as appropriate;  

• details about manipulatives required in order to administer a test item, such as calculators and 
counters; 

• reference sheets that contain important graphics; 

• scoring rubrics for mathematics constructed-response items; 

• writing prompt scripts, graphic organizers, student response templates, and stimulus materials for 
all writing prompts in each grade-level ELA DTA; and 

• specific directions to administer the braille versions of ELA foundational reading items in grades 3 
and 4. 

While the TA has some flexibility in presentation and response mode to ensure the MSAA is accessible to 

a student, the DTAs are designed to provide standardization to ensure a TA is not changing what is being 

measured. 
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5.7 Test Coordinator and Test Administrator User Guides 
The MSAA Online Assessment System User Guide for Test Coordinators and MSAA Online Assessment 

System User Guide for Test Administrators provide technical information and troubleshooting tips, plus 

step-by-step instructions to navigate the MSAA System. Each user guide contains specific information 

relevant to the role of the TA and the TC. The user guides provide many efficient screenshots that 

demonstrate the functionality of the MSAA System. The user guides also contain appendices that 

describe accessibility features, assistive technology compatibility, and the MSAA System technology 

requirements. 

 

As with the TAM, the user guides are accessible to TAs and TCs through the MSAA System and are 

available prior to the beginning of the testing window, as well as throughout the testing window. 

5.8 Operational Administration 
The administration window for the MSAA is March 15 – May 14, 2021. Both the ELA and mathematics 

assessments are completed within the same administration window. Regardless of administration format 

(i.e., online or paper), the student assessments are submitted electronically by the TA on or before May 

14, 2021. The MSAA is not a timed test. Testing time varies for each student, with testing paused and 

resumed based on a student’s needs. If a student becomes sick or exhibits frustration, lack of 

engagement, or refusal to participate during the administration of the MSAA, TAs are directed to pause 

the testing and take a break, which can last for a few minutes or a few days, depending on the student’s 
needs. The MSAA protocols allow the TA to pause and resume the administration of the test as often as 

necessary during the testing window, based on a student’s needs. 
 

Throughout the administration window, monitoring and quality control processes are ongoing, as part of 

the MSAA. Support is provided to TCs and TAs through the MSAA Service Center, additional supports 

built into the MSAA System functionality, and the MSAA Partner States. TA feedback is gathered through 

an end of administration test survey. Review of the service center logs and analysis of the test survey 

results informs MSAA Partner States about areas where clarification and further support is needed. 

5.8.1 MSAA Service Center 

To provide support to schools before, during, and after testing, Cognia operates and provides tiered 

technical support through the MSAA Service Center. The MSAA Service Center is available year-round 

from 6:00 a.m. to 8:00 p.m. EST, Monday through Friday, to accommodate the multiple time zones in 

which the test is administered. 

 

The TAM directs TAs and TCs to contact the MSAA Service Center with questions pertaining to the 

MSAA System and test administration procedures. The MSAA Service Center’s toll-free support number, 

e-mail address, and chat link are disseminated to the field through the MSAA System and related 

communications. 

 

Functionally, support is provided in a tiered manner where Tier 1 support involves direct support to the 

caller by MSAA Service Center representatives; Tier 2 support includes support by the program 

management team for items such as policy questions, and Tier 3 support applies to technical requests, 

which are escalated to the technology vendor for attention. 

All activity is tracked in the new MSAA Service Center ticketing system, ServiceNow, and is included in 

weekly status reports that are provided to MSAA State Representatives. These reports summarize ticket 

activity, call analysis data (e.g., call duration, hold time), and per-grade/-content and per-state test status 

summaries throughout the administration window.  
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5.8.2 Additional Supports 

In addition to the MSAA Service Center, the Cognia program management team periodically provides 

direct phone and e-mail support where logistical or procedural support is needed by MSAA State 

Representatives. In cases with policy or consortium-wide implications, program management refers the 

State Representative to the MSAA Partner States and related policy documentation. 

 

Furthermore, a banner messaging system in the MSAA System is implemented, as needed, to notify 

users of important information during the administration window. When the messaging system is 

activated, a banner message appears at the top of the screen upon login to notify users of system 

information and upcoming system activities, such as known issues and scheduled system maintenance, 

as well as upcoming test administration deadlines. 

5.8.3 Monitoring and Quality Control 

To ensure that proper testing procedures and appropriate test practices are maintained throughout 

administration, numerous measures are taken both to communicate participants’ responsibilities and to 
monitor the appropriateness, accuracy, and completion of key procedures and tasks. The TAM outlines 

the procedure for reporting any violation or suspected violation of test security or confidentiality by 

notifying the school or district TC. TCs are then instructed to follow state procedures regarding reporting 

the issue or suspected issue; however, district TCs are informed that they must report to the State MSAA 

Coordinator any incidents involving alleged or suspected violations that are considered serious 

irregularities. The TAM further explains that the consequences for inappropriate test practices are 

determined by the individual state’s professional codes of ethics and state law. 
 

The online MSAA System contains built-in measures to ensure proper testing procedures, as seen in the 

session-based test design. When the TA clicks the Next button on the last question of a session, a 

prompt appears notifying the TA that he or she has reached the end of the session, displaying the 

number of answered items, and presenting options for the TA to proceed to the next phase of the test 

(either Session 2 or final submission of the completed test, as appropriate), return to the current session, 

or save and exit the test. 

Figure 5.1 End of Session Prompt 
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If the TA clicks the Save & Exit button, the test will resume the next time on the last item answered. If the 

TA clicks the Submit Session button, the session is submitted and cannot be re-opened, and the TA is 

permitted to continue to the next phase of the test. This prompt reduces the risk of users accidentally 

submitting a session without properly understanding the implications. 

 

Throughout the administration window, Cognia monitors activity and provides weekly updates to State 

Representatives on the test statuses across MSAA Partner States and on trends identified in support 

calls. These updates provide a mechanism for concerns to be identified early and the appropriate 

measures to be taken, such as creation of assessment-wide or state-level materials and communications. 

This high level of communication and collaboration throughout the assessment process contributes to a 

proper and valid administration of the MSAA. 

5.8.4 Operational Test Survey Results 

An End-of-Test Survey (EOTS) allows MSAA to gain knowledge from the experience of each TA 

administering the test. TAs are instructed to complete at least one EOTS after completing test 

administration for all of their students. The survey questions focus on several themes: 

• technology use in the classroom, 

• student behaviors and engagement,  

• instructional time spent on academic content, and 

• learning model. 

The results of the EOTS highlight several areas of concern that the MSAA Partner States had identified 

prior to reviewing the survey data. The data support continued work in the following areas:  

• increasing student engagement, 

• monitoring the available technology in classrooms to ensure the platform is up to date for 
compatibility, 

• providing professional development to support effective instructional strategies. 

The survey data also identify the effectiveness of several improvements implemented in the 2021 MSAA 

to correct issues identified in the 2019 administration. These include  

• improving the online messages for submission of tests, and 

• referring to best practice videos that address common administration questions. 

One issue raised by the teachers in the EOTS data is a lack of continuity between instruction and 

assessment. The MSAA Partner States focus on providing professional development to improve 

instructional practices and to clarify administration policies that increase student engagement by utilizing 

strategies that align with instruction and still allow for a standard administration. 

 

Several questions on the survey address teachers’ viewpoints and philosophies regarding teaching 
students with the most significant cognitive disabilities. The results again indicate the need for 

professional development that builds awareness and use of the available instructional and curricular 

materials, which illustrate various ways that students in this population have access to rigorous academic 

content. 

 

The perception persists that the test is too difficult for some of the targeted population. To address this 

issue, the 2017 administration introduced a stage adaptive design. The MSAA Partner States continue 

work to ensure that future administrations’ multistage tests increase differentiation while still maintaining 

the required match to the blueprint. 
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Chapter 6. Scoring 
6.1 Selected-response and Constructed-Response Item 
Scoring Processes  

6.1.1 Overview of Scoring Process Within the System and Test 
Administrator/Scorer Training  

Overview of Scoring Process Within the Assessment System  

The MSAA System provides automated machine scoring for all item types, aside from the open-response 

writing prompt and mathematics constructed-response items, which require human scoring. The selected-

response and constructed-response item types are described in detail in Chapter 3. The student may 

provide their responses to the items within the MSAA System. The system also allows for teacher entry of 

student responses for paper-based test delivery. The selected-response items are scored according to 

the answer keys provided in each test package. The mathematics constructed-response items are scored 

as a correct or incorrect student response, which is then entered by the Test Administrator (TA). At the 

completion of the operational test, all test data is extracted from the system and is then compiled to 

generate full result sets for each student’s tests. 

 

All item responses are exported from the system and are provided to the Cognia Information Technology 

Reporting (IT-Reporting) Department. The exported items go through a key verification check to confirm 

that the selected-response and constructed-response item keys were entered correctly. A key verification 

check is conducted by the data analyst. Any items that may be flagged are provided to the content 

specialists to conduct a blind key check. The content specialists review the actual item and mark the key 

in the flagged file. Any mismatches are researched by the content specialist, and updates are made 

following a problem item notice process to update and correct the key. In cases where no mismatches are 

found, the content specialist notifies the data analyst, and the file is released for final processing. 

 

Items are scored in the MSAA testing system as correct or incorrect, with each of them contributing a 

score of 1 or 0 to the content-area raw score. Non-responses (blank responses) to any item are scored as 

0 points. Detailed score assignments and the comprehensive data analysis requirements are provided in 

the MSAA Assessments Reporting Services Deliverables Decision Rules document, which can be 

reviewed in Appendix F.  

Test Administrator/Scorer Training and Support 

All TAs must participate in training modules and pass a final quiz in order to be certified to administer the 

MSAA, as described in detail in Chapter 5. During the test administration, TAs use the grade, content, 

and form-specific DTAs to administer each item. When TA scoring is required, such as in the case of the 

mathematics constructed-response items, the DTA includes the teacher scripting and directions related to 

any item setup and administration specifics, any templates required by the items, and the rubrics used to 

score the items.  

 

The MSAA Online Assessment System User Guide for Test Administrators provides further direction to 

TAs on entering item responses in the MSAA. The guide outlines the use of the system, including how to 

enter student responses and submit each content-area test. 
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For support related to the administration, scoring, entry of student responses, and submission of student 

responses during the administration window, TAs can call or e-mail the MSAA Service Center with any 

questions. 

6.2 Open-Response Writing Prompts Scoring Processes  

6.2.1 Overview of Open-Response Writing Entry Process Within the 
Assessment System and Test Administrator Training 

Open-Response Writing Entry Process  

As described in Chapter 1, the open-response writing prompts in grades 3–8 and 11 are being 

operationally administered in the 2021 MSAA. The open-response writing prompts are described in detail 

in Chapter 3. The student, or a qualified scribe, records the response on either the response template in 

the MSAA System or the paper response template included in the writing DTA. TAs can upload the 

student’s final writing response template directly in the system, retype the student response within the 
item response field of the item, or upload the template and retype it within the item response field. The 

item responses (no matter how they are entered) are then extracted from the online system and provided 

to Cognia for human scoring. 

Test Administrator Training and Support  

All TAs are required to participate in administration training modules and pass a final quiz to be certified 

to administer the MSAA assessment, as described in Chapter 5. The TA training includes review of the 

parameters for the administration of the open-response writing prompt, as well as entry of the student 

responses into the MSAA System. In addition, the best practice videos provide a student-TA 

representation that gives TAs a true picture of the processes involved in conducting the open-response 

writing prompt. During the test administration, TAs use the grade-, content-, and form-specific DTAs to 

administer each open-response writing prompt. The DTAs include the teacher scripting and directions 

related to any item setup, administration specifics, and the materials for the open-response writing 

prompt. 

 

The MSAA System User Guide for Test Administrators provides further direction on entry of student 

responses to the open-response writing prompt. Additionally, the MSAA Service Center provides support 

for TAs.  

6.2.2 Benchmarking and Identification of Scoring Materials 

The open-response writing prompts were benchmarked during the 2015, 2016, and 2017 field tests. 

Cognia scoring experts (Scoring Supervisors and Scoring Team Leaders [STLs], defined below) worked 

collaboratively with NCSC representatives in 2015 and with MSAA representatives from the Scoring 

Subcommittee in 2016 and 2017 to review student responses, assign a score based on the MSAA grade- 

and tier-specific rubrics for each trait (i.e., organization, idea development, conventions), and identify 

item-specific writing anchors and practice sets.  

 

The final scores for the anchor and practice sets were recorded, and representatives from NCSC (2015) 

and the MSAA Scoring Subcommittee (2016 and 2017) acknowledged their consensus on the sign-off 

document for each prompt. Also, development of a scoring decisions document began in 2017. It was 

reviewed by the MSAA Scoring Subcommittee, which provided rationale and decision points to be used 

during scoring by the Scoring Supervisors and STLs. 
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Following the identification of the anchor sets, two qualification sets were identified for each prompt. Each 

qualification set consisted of 10 responses; scores were based on anchor responses and scoring 

decisions made during the benchmarking meetings. The MSAA Scoring Subcommittee reviewed and 

approved the scores and responses used for qualification sets. 

6.2.3 Scorer Recruitment and Qualifications  

The MSAA scorers are a diverse group of individuals with a broad range of backgrounds, including 

teachers, business professionals, graduate students, and retired educators. They are primarily obtained 

through Kelly Services, a temporary employment agency. All selected scorers hold the minimum of a four-

year college degree that included ELA or writing coursework. 11% of the scoring team hold a Master’s 
Degree and 9% hold a Ph.D. 100% of the leadership and 71% of the scorer group assigned to the MSAA 

have previous experience in scoring alternate assessments. All scorers sign a 

nondisclosure/confidentiality agreement. 

6.2.4 Cognia Staff and Scoring Leadership 

The MSAA operational open-response writing prompts were scored between May 17 and June 8, 2021. 

The scoring activity occurred using a virtual scoring center and all participants scored from home instead 

of at a regional scoring center. The following staff members participated: 

• Director, Scoring Operations: Primarily responsible for coordinating scheduling, budgeting, and 
logistics of all Scoring Centers. In addition, the Director for Scoring Operations coordinates the 
scoring of special education contracts, has overall responsibility for MSAA scoring-related 
activities, and serves as the Scoring Services Project Manager for MSAA. 

• ELA Group Manager for Scoring: Responsible for managing scoring-related activities and 
monitoring reports, as well as leadership and training of scorers to ensure overall consistency of 
scoring. 

• Scoring Content Specialist: Responsible for overseeing scoring activities across grades and 
monitoring accuracy and productivity across groups.  

• Accessibility Assessment Specialist: Responsible for overseeing scoring activities and acting as 
the accessibility lead in coordination with the Cognia scoring staff. 

• iScore Operations Manager: Responsible for setup and maintenance of iScore scoring system 
and for coordinating technical communication. 

• Scoring Supervisor: Responsible for selecting calibration responses, training STLs and scorers, 
resolving arbitrations, and monitoring the consistency of scoring for items in assigned grades. 
Scoring Supervisors may also participate in benchmarking and identifying qualification sets prior 
to the onset of scoring. 

• Scoring Team Leader (STL): Responsible for performing quality-control measures, resolving 
arbitrations, and monitoring the accuracy of a small group of scorers, usually consisting of not 
more than six. STLs may also participate in benchmarking and identifying qualification sets prior 
to the onset of scoring. 

6.2.5 Training 

Scoring Content Specialists and Scoring Supervisors assigned to train the STLs and scorers thoroughly 

review the decisions and materials that result from the benchmarking meetings in preparation for training. 

One Scoring Supervisor is assigned to each tier’s writing prompts across grades. The Scoring Content 

Specialists and Scoring Supervisors are responsible for creating prerecorded training modules for use in 

training. Leadership training for 2021 took place on May 10th through May 14th. STLs are required to 

meet or exceed the accuracy standard of 80% exact agreement on all items and at least 90% 

exact/adjacent1 agreement on each trait. This requirement is applied to each of the three writing traits2 

 
1 “Adjacent agreement” means that the two scores differed by only one score point. 
2 The three writing traits are organization, idea development, and conventions. See rubrics embedded in Appendix G.  



 

Multi-State Alternate Assessment—2021 Technical Report 38 
 

individually across qualification sets 1 and 2. The STLs are also present during scorer training, which 

further reinforces their understanding of the rubrics and training materials. 

 

Scoring Content Specialists and Scoring Supervisors conduct training on each open-response writing 

prompt before scorers are allowed access to student responses. Scorers are divided into two groups. 

One group focuses on Level 2 items and the other on Level 3 items. Training sessions for scorers are 

facilitated by the Scoring Content Specialists and a Scoring Supervisor and are conducted in the following 

manner: 

• Training commences with an introduction to scoring and an overview to explain the purpose and 
goal of the testing program and any unique features of the test and/or testing population. 

• A general discussion addresses the security, confidentiality, and proprietary nature of testing, 
scoring materials, and procedures. 

• Initial item training consists of a pre-recorded module that focuses on the following: 

o The three traits of the MSAA analytic rubrics for writing and how the scoring for each trait 
is applied to student work. (See “Writing Scoring Rubrics,” an appendix to the MSAA 2021 
Guide for Score Report Interpretation, provided in Appendix G of this report.) 

o Pertinent information on the testing instructions and item stimuli. 
o Actual responses with an item-specific anchor set, averaging 10 responses representing a 

range of scores across traits.  
o Anchor exemplars (presented in a predetermined order) that consist of responses that are 

typical, rather than unusual or uncommon; solid, rather than controversial or borderline; 
and true.  

o The anchor response score and the scoring rationale, allowing scorers to internalize 
typical characteristics of each score point. 

• Scorers are instructed to refer to the anchor set frequently during scoring. 

• After completing the module, training continues with the Scoring Content Specialist and/or the 
Scoring Supervisor presenting the supplementary training materials practice responses 
representing all score points across traits, when possible, and often containing responses that are 
more unusual and/or less solid (e.g., are shorter than normal, employ atypical approaches, or 
contain both very low and very high attributes). None of the practice papers contain responses 
that would require identification as nonscorable responses. 

• During the review of practice responses, the trainer(s) often focus on the distinction between 
adjacent score points or clarification of other scoring issues that are traditionally difficult for 
scorers to internalize. 

• After scorers independently read and score each practice response, the trainer(s) discusses the 
actual score and explains the rationale. 

• A question and answer segment address any remaining questions from scorers and provides 
clarification prior to the qualification process. 

6.2.6 Qualification  

Following the training for each prompt, scorers are required to complete a qualification set to determine 

eligibility to score student work. There are two qualification sets in each grade and tier consisting of 10 

responses each. The responses, which represent a range of score points, are randomly distributed to 

scorers through iScore. 

 

Scorers have two opportunities to qualify. If scorers attain a score match of at least 80% exact and 90% 

exact/adjacent agreement on all traits for the first qualification set, they are considered a “qualified scorer” 
and permitted to score live student responses. If they do not attain the required percentages, the Scoring 

Supervisor conducts a retraining. Following this retraining, scorers are assigned qualification set 2. Since 

scorers qualify at the trait level, a scorer who qualifies on the first and third trait in qualification set 1, for 
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example, receives the retraining referenced above. However, this scorer would only be required to qualify 

on trait 2 in qualification set 2. When the data indicate that a qualified scorer has demonstrated a 

weakness in a particular trait, that qualified scorer receives additional training prior to the start of scoring. 

 

Scorers who fail to achieve the minimum levels of agreement are not allowed to score. When scorers 

demonstrate a level of understanding and the ability to apply feedback during the training and 

qualification process on a certain writing prompt, Scoring Leadership may choose to include the scorer in 

future trainings on a different writing prompt. 

 

Typically, once the first open-response writing prompt for a grade and tier is completely scored, the 

training process is repeated for the next prompt. This process continues until all 14 open-response writing 

prompts are scored. (See Section 6.2.1) The qualification results listed in Appendix H accurately reflect 

our previous experience for the MSAA contract.  

6.2.7 Methodology for Scoring Operational Open-Response Writing 
Prompts 

Student responses to the open-response writing prompts and any uploaded material are exported from 

the platform and imported to the Cognia iScore scoring system. Through iScore, qualified scorers read 

and evaluate student responses, submitting scores electronically. The processes by which images are 

logged in, scanned, and uploaded into iScore provides anonymity to individual students and ensures 

random distribution of all responses during scoring. 

 

All student responses are scored from uploaded evidence and/or computer-generated text, defined as 

student work directly entered into the MSAA System. For Tier 2 prompts, when both uploaded and 

computer-generated text is available, the uploaded evidence is scored first, and the computer-generated 

text is used for clarification and confirmation of the uploaded student writing evidence. When there is only 

uploaded writing evidence but no computer-generated text to provide clarification and confirmation, the 

uploaded writing evidence is scored. When there is only computer-generated text but no uploaded writing 

evidence, the computer-generated text is scored. For Tier 3 prompts, the computer-generated text and 

the uploaded evidence serve to provide a holistic demonstration of student ability and are considered 

together when both are available. When only one portion is available, the prompt is scored like a Tier 2 

prompt. 

 

The following processes are in place during the scoring of the MSAA operational open-response writing 

prompts: 

• The iScore system forces scorers to review all available pages before allowing a score to be 
submitted. 

• All scoring is “blind.” Only booklet numbers within iScore are linked to student responses; no 
student names are visible to scorers unless a name appears on material uploaded by the TA.  

• Cognia maintains security during scoring by using a highly secure server-to-server interface to 
ensure that access to all student response images is limited to those who are scoring or working 
for Cognia in a scoring management capacity. 

• During scoring, iScore enables a constant measuring and monitoring of scorers for scoring 
accuracy and consistency. Each scorer’s reading rate and total number of scored responses are 
also monitored. 

• Scorers are required to maintain an acceptable scoring accuracy rate (80% exact and 90% 
exact/adjacent agreement) on a daily basis as measured through read-behinds, double-blinds, 
and daily calibration sets. (These measures are described below.) 

• Scorers who repeatedly fall below standard are retrained or dismissed from scoring that item.  
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6.2.8 Monitoring of Scoring Quality Control 

Scorers are continuously monitored to ensure that scoring is accurate and consistent. Throughout the 

scoring process, read-behind scoring, double-blind scoring, and calibration sets are used as quality-

control measures. MSAA Scoring Subcommittee representatives, along with the Cognia Accessibility and 

Scoring teams, monitor reports daily. Read-behind and double-blind statistics are reviewed daily. 

Calibration sets are administered and reviewed repeatedly during the course of the project. Scoring 

Leadership and Content Specialists from the Scoring Services and Content Development—Accessibility 

departments at Cognia pay close attention to the disaggregated read-behind, double-blind, and 

calibration statistics. 

 

Scorers in need of additional clarification on applying scores to specific traits are coached by Scoring 

Leadership. This continuous training allows Scoring Leadership an opportunity to resolve issues, reiterate 

scoring guidelines, and establish parameters for atypical student responses. Scorers who demonstrate 

inaccurate or inconsistent scoring are retrained and allowed to resume scoring under increased 

supervision. Scoring Leadership removes scorers who continue to fall below accuracy standards. On any 

day that a scorer falls below accuracy standards, the work is voided and rescored by other qualified 

scorers. During MSAA scoring, the work of 14 scorers was voided.  

6.2.8.1 Calibration Sets 

To determine whether scorers are still calibrating to the scoring standard, they are required to complete a 

trio of online calibration sets at the start of each day, beginning with the second day of scoring. Scoring 

Leadership selects the responses for the sets, with each calibration set consisting of five responses 

representing a range of scores. Scorers who assign at least 12 out of 15 scores exactly can then begin 

scoring for the day. Scorers who fail to meet that standard are retrained by discussing the calibration 

responses in terms of the rubric and the anchor set. Scoring Leadership determines if these retrained 

scorers should be allowed to begin scoring; though if they are, these scorers continue to be closely 

monitored. Over the course of scoring, all scorers (across all seven grades and 14 items), required 

retraining at least once. In most cases, scorers who received retraining successfully returned to scoring or 

as mentioned previously, and had their work voided for that day. 

6.2.8.2 Read-Behind Scoring 

Read-behinds provide a crucial tool in verifying scorer accuracy. The STLs complete read-behinds on 

individual scorers on a daily basis. An STL’s evaluation of each response is performed with no knowledge 

of the scores assigned across traits. The scores are only available to the STLs after they have also 

scored the response. If there is a difference in scores, either adjacent (one score point difference) or 

discrepant (more than one score point difference), the STL score is the score of record. If the scores are 

discrepant, or if there are a significant number of adjacent scores between the scorer and the STL, the 

STL discusses the rationale with the scorer. 

 

The average number of read-behinds for each scorer is 5–10 reads a day, but this number varies 

depending on the accuracy of each scorer. Read-behinds provide an immediate means of identifying 

scorers in need of further clarification on how to effectively apply the scoring rubrics to student responses. 

If scorers fall consistently below the 80% exact and 90% exact/adjacent (combined) threshold, Scoring 

Leadership has the prerogative to void their scores for the day and/or stop them from scoring that item. 

Scoring Leadership monitors scoring accuracy and consistency by reviewing the read-behinds performed 

by the STLs as well as completing read-behinds on the STLs whenever possible. 
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6.2.8.3 Double-Blind Scoring  

While read-behinds measure scorer accuracy in relationship to STL scores, double-blind scoring provides 

statistics on scorer-to-scorer agreement. Double-blind scoring is the practice of having two scorers 

independently score a response, without knowing either the identity of the other scorer or the score the 

other scorer assigned. In double-blind scoring, neither scorer knows which response will be (or already 

has been) scored by another randomly selected scorer. All responses for MSAA are 100% double-blind 

scored. 

 

In addition to monitoring interrater agreement rates, double-blind scoring allows Scoring Leadership to 

resolve arbitrations when two scorers’ double-blind scores do not agree across any of the three traits. If 

there is not exact agreement, iScore automatically places the response into an arbitration queue. Scoring 

Leadership, with no prior knowledge of the scores assigned, evaluates the response, with the leadership 

score becoming the score of record. The double-blind statistics provide an overview of agreement rate 

among the entire pool of scorers and assists in identifying any need of retraining. 

6.2.8.4 Final Score Resolution 

If scorers are adjacent in their scoring of a response, the two scores are averaged and rounded up for the 

score of record. If the scorers are discrepant in their scoring, the response will be sent to an STL for 

arbitration. The STL will review the response, provide the final score of record, and counsel scorers as 

needed. During the arbitration by scoring leadership, all three traits are evaluated and the final score of 

record for each trait is supplied by scoring leadership. 

In read-behind cases, the Scoring Supervisor/STL score is the final score of record. For adjacent and 

discrepant scorer scores, the read-behind score is the final score of record. If a response gets more than 

one read-behind and the two scores supplied by the STLs do not agree, a resolution score is needed. In 

the unlikely event that a resolution is required, the Scoring Supervisor provides a final score for all three 

traits during the post-scoring edit process.  

6.2.9 Quality and Production Management Reports 

Reports generated through iScore are essential during the scoring of the MSAA. Reports provide real-

time statistics for review by the Cognia Scoring team and the MSAA Scoring Subcommittee to closely 

monitor scoring, thereby ensuring that 

• scorer data (individual level) is monitored in real time to allow early scorer intervention when 
necessary; 

• overall accuracy, consistency, and reliability of scoring (group level) is maintained;  

• individual traits in need of further clarification are identified; and 

• scoring schedules are upheld. 

The reports listed in Table 6-4 provide the comprehensive tools and statistical information needed to 

execute quality control and manage production. 
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Table 6-4. Scoring Quality Control and Production Management 

Report Description 
Read-Behind  
Disaggregated  
Summary 

The Read-Behind Disaggregated Summary report shows the total number of read-behind responses read 
by both the scorer and the STL, and notes the number and percentage of exact, adjacent, and discrepant 
scores across each trait. 

Double-Blind  
Disaggregated  
Summary 

The Double-Blind Disaggregated Summary report shows the total number of double-blind responses read 
by a scorer and notes the number and percentage of exact, adjacent, and discrepant scores across each 
trait. 

Compilation 
Report 

The Compilation Report shows, for each scorer, the total number of responses scored, the number of 
calibration responses scored, and the percentage of exact, adjacent, and discrepant scores across each 
trait. 

Summary Report 
The Summary Report lists the total number of student responses loaded into iScore. This report includes 
the number of reads completed to date and the number of reads that remain. 

6.2.10 Interrater Agreement 

Kappa statistics (kappa coefficients) measure the agreement among two or more raters. The calculation 

is based on the difference between the level of agreement actually present compared to the level of 

agreement that would be expected by chance alone. Kappa is a measure of this difference standardized 

to lie on a -1 to 1 scale, where 1 is perfect agreement, 0 is exactly what would be expected by chance, 

and negative values indicate disagreement. The kappa information in Table 6-5 shows agreement 

between raters at Substantial Agreement or Almost Perfect Agreement ranges for most of the open-

response writing prompts across grades. In three cases, the kappa agreement rate is at the Moderate 

Agreement range (see grades 7 Organization and Idea Development traits for one level 3 prompt, grade 

11 Organization trait for one level 3 prompt). 

Table 6-5. Kappa Agreement—Operational Open-Response Writing 

Grade Item 
Organization 

Trait 1 
Idea Development 

Trait 2 
Conventions 

Trait 3 

3 
WRCC002 0.79 0.81 0.88 

WRCC003 0.74 0.75 0.83 

4 
WRCC002 0.71 0.67 0.83 

WRCC003 0.75 0.69 0.83 

5 
WRCC002 070 0.64 0.86 

WRCC003 0.73 0.73 0.78 

6 
WRCC002 0.77 0.70 0.76 

WRCC003 0.57 0.57 0.78 

7 
WRCC002 0.70 0.79 0.66 

WRCC003 0.58 0.59 0.83 

8 
WRCC002 0.70 0.65 0.80 

WRCC003 0.68 0.61 0.83 

11 
WRCC002 0.77 0.71 0.76 

WRCC003 0.59 0.62 0.79 

Note: For identification purposes in iScore, Tier 2 prompts are designated as WRCC002 across all grades and Tier 
3 prompts are designated as WRCC003. 
 
Agreement Ranges: 
< 0 Disagreement 
0 = Chance Agreement 
0.01–0.20 Slight Agreement 
0.21–0.40 Fair Agreement 
0.41–0.60 Moderate Agreement 
0.61–0.80 Substantial Agreement 
0.81–0.99 Almost Perfect Agreement 



 

Multi-State Alternate Assessment—2021 Technical Report 45 
 

Chapter 7. Reporting 
7.1 Development and Approval of Report Specific 
Documents 
Processing and Reporting Business Requirements Document 

To ensure that reported results for MSAA are accurate relative to collected data, the Processing and 

Reporting Business Requirements document delineating processing rules is prepared, edited in 

collaboration with the MSAA Reports Subcommittee, and then approved by all participating MSAA 

Partner States prior to processing of the results. The processing and reporting business requirements and 

participation status structure provide the framework for the reporting requirements, which are defined for 

each unique report and similarly edited in collaboration with the MSAA Reports Subcommittee. The 

Processing and Reporting Business Requirements are then approved by the MSAA Reports 

Subcommittee prior to reporting. 

 

The Processing and Reporting Business Requirements document contains the hierarchy by which the 

participation statuses are assigned for each individual test, incorporating data elements collected by the 

test platform and directly from the MSAA Partner States. The reporting requirements and corresponding 

report design templates were developed by Cognia with the guidance of the MSAA Reports 

Subcommittee. Both documents underwent iterative review processes that included draft reviews by the 

appropriate subcommittee, incorporation of edits, draft reviews by all participating MSAA Partner States, 

and subcommittee review and integration of feedback, until final revisions were approved by all 

participating MSAA Partner States.  

Creating the Report Design Templates 

To develop the report design templates, Cognia worked with the MSAA Reports Subcommittee to identify 

modifications to the templates used last year that would ensure that the data elements, layout, and report 

text were meaningful for reporting the spring 2021 MSAA results. Once finalized, the results of this 

collaborative process were presented to participating MSAA State Representatives for final approval.  

MSAA 2021 Guide for Score Report Interpretation 

Cognia uses an iterative process to annually update the Guide for Score Report Interpretation with the 

MSAA Reports Subcommittee. Updates are made to ensure that the guide provides the most helpful 

information to district and school staff as they review reports for their own knowledge and as they discuss 

the reports with parents or guardians. The guide includes an overview of the MSAA, student participation 

criteria, score reporting overview, and samples of the various types of reports available to schools and 

districts. Guidelines inform the interpretation and utilization of MSAA scores. The guide also includes 

explanations for all special reporting codes and messages, as well as performance-level scale score 

ranges. States are permitted to remove codes not used in their state. Appendices included in this guide 

contain the Performance Level Descriptors (PLDs) for ELA and mathematics, a sample individual student 

report, and the writing prompt scoring rubrics. The final, approved 2021 MSAA Guide for Score Report 

Interpretation is delivered electronically to the MSAA Partner States for state-specific revisions and 

distribution. 
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7.2 Specific Primary Reports Generated for Schools, 
Districts, and States 
Cognia, in collaboration with the MSAA Reports Subcommittee, annually reviews and updates the 

following primary reports: 

• Student reports 

• School and district roster reports  

• School, district, and state summary reports 

Reports are generated for each school, district, or state that has results, as defined by the MSAA 

processing and reporting business requirements and reporting requirements. These reports, along with 

student results data files, are posted online via the MSAA Online Assessment System’s secure data and 
reporting portal. As determined by the MSAA State Representatives, only Test Coordinators (TCs) are 

granted access to the online reports. Access is controlled by user-permissioned accounts, as illustrated in 

Table 7-1. 

Table 7-1. Report Availability by Role 

Reports 
Test Coordinator 

State District School 

Student  Yes Yes Yes 

School Roster  Yes Yes Yes 

District Roster Yes Yes No 

School Summary  Yes Yes Yes 

District Summary  Yes Yes No 

State Summary  Yes No No 

 

For the purposes of the assessment system, MSAA State Representatives are regarded as State TCs. As 

such, they can add new district and school TCs to the online system and block from the system any users 

no longer in the TC role. For 2021, these reports were provided in August to schools, districts, and 

parents as soon as possible at the beginning of the school year. 

 

The primary results reported are the student’s scale score and performance-level classification for 

mathematics and ELA. The performance-level classifications, with cut scores determined through the 

original standard setting and subsequent standards validation processes (see Chapter 9 for more 

information), are reported under the generic labels, Level 1, Level 2, Level 3, and Level 4. Level 4 is the 

highest attainable performance level. 

 

The average scale score and the percentage of students in each performance level are summarized by 

school, district, and state on both the roster and summary reports. These summaries allow for the 

comparison of individual student performance to overall state performance, as well as comparison of 

school and district results with the overall state results.  
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7.2.1 Student Report 

The student report is a two-sided, single-page document generated for each student eligible to receive a 

performance level in at least one content area, as defined by the student report requirements. The report 

contains results for both ELA and mathematics content areas and was developed for parents and 

guardians of students who participated in MSAA. Reports are organized by school and posted via the 

secure-access portal for authorized users to download, print, and disseminate to parents and guardians. 

Each report contains the student name, test grade, and school on the front of the report. The back page 

contains the student name, state student ID, school, and test grade. Sample student reports are included 

in the MSAA 2021 Guide for Score Report Interpretation and appear in this document in Appendix I. 

 

Page 1 of the report contains the scale score, performance level, and associated performance-level 

descriptor for the level obtained by the student for each content area. A sentence below the graphical 

display explains the standard error of measurement (SEM) in an easy-to-understand manner by providing 

the expected range of scores the student would likely earn if tested again. 

 

Page 2 contains a brief overview of MSAA, including examples of some of the built-in supports available 

during testing, and highlights the compatibility of the assessment with various modes of communication. 

Parents and guardians are encouraged to discuss with their child’s teacher the supports their child used 

on the MSAA. 

 

Tests for students unable to show an observable mode of communication are closed using the Early 

Stopping Rule, and the lowest scale score is assigned and displayed along with the Level 1 performance 

level. This is annotated, and in place of the Level 1 performance-level descriptor, the following text is 

displayed: Your child did not show a consistent observable mode of communication during the test, and 

the test was closed by the teacher. Since your child did not complete the test, the results may not be an 

accurate representation of your child’s skills. If you have additional questions, please contact your child’s 
teacher. 

 

If a student receives a student report but does not receive results for one of the two content areas, results 

for the missing content area are replaced with text encouraging parents or guardians to contact the child’s 
teacher or school for more information.  

7.2.2 School Roster Report 

The school roster report is organized at the school level and provides a by-grade list of all students 

enrolled in MSAA, with a snapshot of their participation/test status and results for both content areas. The 

number of tested students, the average scale score, and the percent of students by performance level are 

summarized for the school, district, and state at the top of the roster. The processing and reporting 

business requirements and roster report requirements identify which of the participation status codes are 

included on the roster and which of the participation test status codes are included in each calculation. 

 

The summary information at the top of the school roster report supports interpretation of results by users, 

typically those at the school and district levels. Given that many schools have a relatively small number of 

students in this population, MSAA Partner States do not suppress information when the number of 

students participating is small. This practice places an added responsibility on users to understand the 

data in the context of small numbers and to use all of the provided information to understand the results, 

as explained in the MSAA 2021 Guide for Score Report Interpretation. 
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Student results are listed below the summary section and are identified by name and by state student 

identification number. It is intended that these data points be used in conjunction with the MSAA 2021 

Guide for Score Report Interpretation. For each content area, the following student-level elements are 

reported: 

• Participation/Test Status 

• State Compare (Comparison to state average) 

• Scale Score 

• Performance Level 

7.2.3 Summary Reports 

Summary reports are organized at the school, district, and state levels for each entity with at least one 

student included in summary report calculations. Inclusion in these calculations is defined by the 

processing and reporting business requirements and summary report requirements. The following 

information is summarized by grade and content area and displayed for the school, district, and state 

based on the level of the report: 

• Enrolled (number of students enrolled) 

• Tested (number of valid student tests) 

• Did Not Test (number of enrolled students who did not test) 

• Average Scale Score 

• Performance Level (number and percentage at each performance level by grade in the state, 
district, school)  

This summary provides a comparative snapshot of results and participation information at a high level 

and includes both participation and performance summary information, allowing users to evaluate both 

aspects of their assessment results as guided by the MSAA 2021 Guide for Score Report Interpretation. 

7.2.4 Quality Assurance 

Proprietary quality-assurance measures at Cognia are embedded throughout the entire process of data 

capture, analysis, and reporting. The data processors and data analysts who work on the project 

implement quality-control checks of their respective computer programs. Moreover, when data are 

handed off to different teams within the IT-Reporting Department, the sending team verifies that the data 

are accurate prior to handoff. Additionally, when a team receives a data set, the first step is to verify the 

data for accuracy. 

 

A second level of quality-assurance measurement is parallel processing. One data analyst is responsible 

for writing all programs required to populate the student and aggregate reporting tables for the 

administration. Each reporting table is assigned to another data analyst on staff who uses the processing 

and reporting business requirements to independently program the reporting table. The production and 

quality-assurance tables are compared, and only after 100% agreement is attained are the tables 

released for report generation. 

 

The third aspect of quality control at Cognia involves the Software Quality Assurance (SQA) team, which 

works together with the data processing and data analysis teams to ensure quality data is captured and 

delivered accurately. Quality control checks are being performed by the data processors and data 

analysts as the data are handed off via multiple internal software tools. These quality checks initialize the 

accuracy of the data being ingested into the database and subsequent tables/columns. SQA develops a 

test plan that includes previously agreed upon report designs and decision rule documents. Test cases 
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Chapter 8. Classical Item Analysis 
As noted in Brown (1983), “A test is only as good as the items it contains.” A complete evaluation of a 
test’s quality must include an evaluation of each item. Both Standards for Educational and Psychological 

Testing (AERA et al., 2014) and Code of Fair Testing Practices in Education (Joint Committee on Testing 

Practices, 2004) include standards for identifying quality items. Items should assess only knowledge or 

skills that are identified as part of the domain being tested and should avoid assessing irrelevant factors. 

Items should also be unambiguous and free of grammatical errors, potentially insensitive content or 

language, and other confounding characteristics. In addition, items must not unfairly disadvantage 

students, particularly racial, ethnic, or gender groups. 

 

Both qualitative and quantitative analyses have been conducted to ensure that the 2021 MSAA ELA 

(reading and writing) and mathematics items met these standards. Qualitative analyses are described in 

earlier chapters of this report; this chapter focuses on quantitative evaluations. Statistical evaluations are 

presented in two parts: (1) differential item functioning (DIF) statistics and (2) dimensionality analysis of 

inter-item correlations. The item analyses presented here are based on the administration of the MSAA in 

spring 2021. 

 

Note that classical difficulty (p-value) and discrimination (point-biserial) indices are often used in testing 

programs to compare the quality of items. However, such indices are not appropriate for a multistage 

adaptive test. The inappropriateness of these statistics stems from the fact that when two items are on 

two different stages or on different levels of a stage, the students taking one of the items will tend to have 

a higher overall ability distribution (as measured by scaled score) compared to the students taking the 

other item. As an example of the inappropriateness, consider a case where the two items have similar p-

values, but one item is from Stage 2A and the other is from 2C. This similarity would lead to the 

misleading inference that the two items are comparable in difficulty when, in fact, the 2C item is much 

harder than the 2A item. Thus, the classical difficulty and discrimination statistics are not included in the 

evaluation of item quality presented in this chapter. 

8.1 Differential Item Functioning 
The Code of Fair Testing Practices in Education (Joint Committee on Testing Practices, 2004) explicitly 

states that subgroup differences in performance should be examined when sample sizes permit and that 

actions should be taken to ensure that differences in performance are due to construct-relevant, rather 

than irrelevant, factors. Chapter 3 of Standards for Educational and Psychological Testing (AERA et al., 

2014) includes similar guidelines. As part of the effort to identify such problems, MSAA items were 

evaluated in terms of DIF statistics. 

 

For the 2020–21 MSAA, the standardization DIF procedure (Dorans & Kulick, 1986) was employed to 

evaluate subgroup differences. The standardization DIF procedure is designed to identify items for which 

subgroups of interest perform differently, beyond the impact of differences in overall achievement. The 

DIF procedure calculates the difference in item performance for two groups of students (at a time) 

matched for achievement on the total test. Specifically, average item performance is calculated for 

students conditional on scale score. Then an overall average is calculated, weighting by the pooled scale 

score distribution so that it is the same for the two groups. 

 

When differential performance between two groups occurs on an item (i.e., a DIF index in the “low” or 
“high” categories, explained below), it may or may not indicate item bias. Course-taking patterns or 

differences in school curricula can lead to DIF but for construct-relevant reasons. On the other hand, if 
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8.2 Dimensionality Analysis 
Because tests are constructed with multiple content-area subcategories, and their associated knowledge 

and skills, the potential exists for a large number of dimensions being invoked beyond the common 

primary dimension. Generally, the subcategories are highly correlated with each other; therefore, the 

primary dimension they share typically explains an overwhelming majority of variance in test scores. In 

fact, the presence of just such a dominant primary dimension is the psychometric assumption that 

provides the foundation for the unidimensional item response theory (IRT) models that are used for 

calibrating, linking, scaling, and equating the 2020–21 MSAA operational tests.  

 

The purpose of dimensionality analysis is to investigate whether violation of the assumption of test 

unidimensionality is statistically detectable and, if so, (a) the degree to which unidimensionality is violated 

and (b) the nature of the multidimensionality. Findings from dimensionality analyses performed on the 

2020–21 MSAA operational items for ELA and mathematics are reported below. (Note: Only operational 

items were analyzed since they are used for score reporting.) 

 

The dimensionality analyses were conducted using the nonparametric IRT-based methods DIMTEST 

(Stout, 1987; Stout et al., 2001) and DETECT (Zhang & Stout, 1999). Both of these methods use as their 

basic statistical building block the estimated average conditional covariances for item pairs. A conditional 

covariance is the covariance between two items conditioned on expected total score for the rest of the 

test, and the average conditional covariance is obtained by averaging across every possible conditioning 

score. When a test is strictly unidimensional, all conditional covariances are expected to take on values of 

zero, indicating statistically independent item responses for examinees with equal expected total test 

scores. Nonzero conditional covariances are essentially violations of the principle of local independence, 

and local dependence implies multidimensionality. Thus, nonrandom patterns of positive and negative 

conditional covariances are indicative of multidimensionality. 

 

DIMTEST is a hypothesis-testing procedure for detecting violations of local independence. The data are 

first divided into a training sample and a cross-validation sample. Then an exploratory analysis of the 

conditional covariances is conducted on the training sample data to find the cluster of items that displays 

the greatest evidence of local dependence. The cross-validation sample is then used to test whether the 

conditional covariances of the selected cluster of items displays local dependence, conditioned on total 

score on the nonclustered items. The DIMTEST statistic follows a standard normal distribution under the 

null hypothesis of unidimensionality. 

 

The DETECT statistic is an effect-size measure of multidimensionality. As with DIMTEST, the data are 

first divided into a training sample and a cross-validation sample. The training sample is used to find a set 

of mutually exclusive and collectively exhaustive clusters of items that best fit a systematic pattern of 

positive conditional covariances for pairs of items from the same cluster and negative conditional 

covariances from different clusters. Next, the clusters from the training sample are used with the cross-

validation sample data to average the conditional covariances: Within-cluster conditional covariances are 

summed, from this sum the between-cluster conditional covariances are subtracted, this difference is 

divided by the total number of item pairs, and this average is multiplied by 100 to yield an index of the 

average violation of local independence for an item pair. DETECT values less than 0.2 indicate very weak 

multidimensionality (or near unidimensionality); values of 0.2 to 0.4, weak to moderate 

multidimensionality; values of 0.4 to 1.0, moderate to strong multidimensionality; and values greater than 

1.0, very strong multidimensionality (Roussos & Ozbek, 2006). 
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Chapter 9. Item Response Theory 
Scaling and Equating 
This chapter describes the procedures used to calibrate, equate, and scale the 2021 MSAA. Throughout 

these psychometric analyses, a number of quality-control procedures and checks on the processes were 

implemented. These procedures included evaluation of item parameters and their standard errors for 

reasonableness, examination of test characteristic curves (TCCs) and test information functions (TIFs) for 

reasonableness, evaluation of model fit, and evaluation of the scaling results (e.g., parallel processing by 

the Data and Reporting Services and the Psychometrics and Research Departments, and comparison of 

lookup tables to the previous year’s lookup tables). 

9.1 Item Response Theory 
All MSAA items were calibrated using item response theory (IRT). IRT uses a mathematical model to 

define a relationship between an unobserved measure of student performance, usually referred to as 

theta (θ), and the probability (P(θ)) of obtaining a particular score on an item. This mathematical 

relationship is referred to as the item characteristic curve (ICC). In IRT, all items are assumed to be 

unique measures of the same construct (i.e., of the same θ). Another way to think of θ is as a 

mathematical representation of the latent trait of interest. Several common IRT models are used to 

specify the relationship between θ and P(θ) (Hambleton & Swaminathan, 1985; Hambleton & van der 

Linden, 1997). The process of estimating the specific mathematical relationship between θ and P(θ) is 

called item calibration. After items are calibrated, they are defined by a set of parameters that specify a 

nonlinear relationship between θ and P(θ). Once the item parameters are known, an estimate of θ for 

each student can be calculated based on the student’s observed responses to the items. This estimate, , 

is considered to be an estimate of the student’s true score or a general representation of student 

performance. It has characteristics that may be preferable to those of raw scores for equating purposes 

because it specifically models examinee responses at the item level, and also facilitates equating to an 

IRT-based item pool (Kolen & Brennan, 2014). 

 

For the 2021 MSAA tests, the two-parameter logistic (2PL) model was used to estimate the ICC for 

dichotomous items, and the graded-response model (GRM) was used for polytomous items (Nering & 

Ostini, 2010). The 2PL model for dichotomous items can be defined as: 

s , 

where  

U indexes the scored response on an item,  𝑖 indexes the items, 𝑗 indexes students, 𝑎 represents item discrimination, 𝑏 represents item difficulty,  

θ is the student proficiency, and 𝐷 is a normalizing constant equal to 1.701. 

In the GRM for polytomous items, an item is scored in k + 1 graded categories that can be viewed as a 

set of k dichotomies. At each point of dichotomization (i.e., at each threshold), a two-parameter model 

can be used to model the probability that a student’s response falls at or above a particular ordered 
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category, given θ. This implies that a polytomous item with k + 1 categories can be characterized by k 

item category threshold curves (ICTCs) of the two-parameter logistic form: 

, 

where 

U indexes the scored response on an item, 

i indexes the items, 

j indexes students, 

k indexes threshold, θ is the student ability, α represents item discrimination, 

b represents item difficulty, 

d represents an item-category threshold, and 

D is a normalizing constant equal to 1.701. 

After computing k ICTCs in the GRM, k + 1 item category characteristic curves (ICCCs), which indicate 

the probability of responding to a particular category given θ, are derived by subtracting adjacent ICTCs: 

, 
where 

i indexes the items, 

j indexes students, 

k indexes threshold, θ is the student ability, 𝑃𝑖𝑘 represents the probability that the score on item i falls in category k, and 𝑃𝑖𝑘∗  represents the probability that the score on item i falls at or above the threshold k 

(𝑃𝑖0∗ = 1 and 𝑃𝑖(𝑚+1)∗ = 0). 

The GRM is also commonly expressed as: 

. 

Finally, the item characteristic curve (ICC) for a polytomous item is computed as a weighted sum of 

ICCCs, where each ICCC is weighted by a score assigned to a corresponding category. The expected 

score for a student with a given theta is expressed as: 

, 

where  

wik is the weighting constant and is equal to the number of score points for score category k on item i. 

Note that for a dichotomously scored item, . For more information about item calibration 

and estimation, refer to Lord and Novick (1968), Hambleton and Swaminathan (1985), or Baker and Kim 

(2004). 

9.2 Calibration Procedure 
Because the 2021 MSAA was a pre-equated assessment program, the item parameters for the 2021 

operational administration came from calibrations conducted in previous years. Items previously used 
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operationally were calibrated in the post-equating procedures that were implemented after their 

corresponding operational administrations. Items previously used only as field-test items were calibrated 

in the corresponding field-test calibration that occurred after the calibration of the operational items. No 

new calibrations were run for the 2021 MSAA prior to the reporting of scores. The procedures used to 

conduct the calibrations discussed above are described in this section.  

 

As described in Section 8-2, in preparation for the operational and field-test calibrations, the R9 stringers 

were removed from the data. In calibrating the operational items, first, an off-scale calibration was 

conducted on all the operational items using PARSCALE (Muraki & Bock, 2003). At this point, each item 

was carefully examined for model fit. In particular, a visual inspection of the item fit plots was conducted. 

The empirical proportions of correct responses at a given level of ability must follow the shape of the 

model-based curve. In addition, the item parameter estimates were inspected. The discrimination 

parameters should not be extreme in either direction (neither greater than 3 nor less than 0.35); the 

difficulty parameters should also not be extreme (generally between -3 and 3, and definitely between -4 

and 4); and the standard error of the difficulty parameters should generally be less than 0.2. 

 

The equating set (a subset of the operational items) was then carefully chosen to represent the test as a 

whole, in terms of content coverage and difficulty levels, and the equating items were evaluated to ensure 

only psychometrically stable items were used. For any equating design, it is critical that rigorous 

procedures are implemented to monitor the quality of the equating and to check that the assumptions 

underlying the equating are not violated. Cognia psychometricians have conducted research studies 

(Hagge & Keller, 2009; Keller et al., 2008; Keller et al., 2007; Parker et al., 2009) in this regard and have 

developed tools to estimate equating error across years under realistic violations of the equating 

assumptions. The Psychometrics Department monitors well-known violations of IRT equating 

assumptions and uses the research to estimate their effects on the reliability and validity of the equating. 

Specifically, the equating data were analyzed in detail for scale drift through traditional b-b analyses. 

 

The b-b analysis compared the old b parameters to the new b parameters using linear regression 

analysis. A standardized perpendicular difference from the regression line was calculated for each item; 

any item with a difference of a magnitude of 3 or greater was flagged for drift. Furthermore, special 

procedures were enacted during the calibration phase to check that the quality of the equating items was 

maintained consistently across years. Equating items that displayed lack of stability (e.g., standard error 

of the b parameters being large, inadequate model-data fit, etc.) were flagged and removed. Using this 

equating set, the Stocking-Lord transformation constants were calculated to determine the relationship 

between the off-scale calibration and the base-year scale established in the first year of the program. The 

Stocking-Lord transformation was then applied to all the off-scale operational item parameters to bring 

them onto the base-year scale. 

 

Next, the field-test items were calibrated. Then the field-test items were evaluated, based on model-fit 

and item parameter estimates, in the same way as described above for the operational items. Based on 

the evaluation of model-fit and item parameter estimates, the field-test items were classified as Do-Not-

Use (DNU) if any model-fit issues were identified or any item parameter estimates fell outside of the 

criteria. Items that were not classified as DNU were considered eligible and were then uploaded to the 

item bank. 

9.3 Item Response Theory Results 
The tables in Appendix K give the IRT item parameters for all the operational items on the 2021 MSAA 

tests by grade and content area based on their pre-equated models. The statistics for the operational 

items are summarized in Tables 9-1 through 9-4. The mean item parameter estimates shown in the tables 
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The average item difficulty substantially increased from Path A to Path B for nearly all ELA tests and for 

most of the mathematics tests, as intended.  Difficulty also usually increased from Path B to Path C for 

both ELA and mathematics, although in most cases the difference was small. 

The TCCs provide a more complete picture of the various paths. TCCs display the expected (average) 

raw score associated with each 𝜃𝑗 value between -2.0 and 2.0. Mathematically, the TCC is computed by 

summing the expected score on all the ICCs of all items that contribute to the raw score. Using the 

notation introduced in the previous section, the expected raw score at a given value of 𝜃𝑗 is 

 

, 

 

where 

X indexes total raw test score, 

Ui indexes the scored response on an item, 𝑖 indexes the items (and n is the number of items contributing to the raw score), 𝑗 indexes students (here, 𝜃𝑗 runs from -2 to 2), and 

is the expected raw score on the test for a student of ability 𝜃𝑗. 

 

The expected raw score monotonically increases with 𝜃𝑗, consistent with the notion that students of high 

ability tend to earn higher raw scores than do students of low ability. Most TCCs are “S-shaped”—flatter 

at the ends of the distribution and steeper in the middle. 

 

The TIF, 𝐼(𝜃) (see Lord, 1980, for theoretical definitions and examples of equations), displays the amount 

of statistical information the test provides at each value of 𝜃𝑗. Information functions depict test precision 

across the entire latent trait continuum. There is an inverse relationship between the information of a test 

and its standard error of measurement (SEM). The SEM at a given 𝜃𝑗 is approximately equal to the 

inverse of the square root of the statistical information at 𝜃𝑗 (Hambleton, Swaminathan, & Rogers, 1991), 

as follows: 

. 

Appendix L shows graphs of the TCCs and TIFs for each grade and content area. 

9.4 Equating 
The purpose of equating is to ensure that scores obtained from different forms of a test are equivalent to 

each other. Equating may be used if multiple test forms are administered in the same year, as well as to 

equate one year’s forms to those given in the previous year. Equating ensures that students are not 
advantaged or disadvantaged because the test form they took is easier or harder than those taken by 

other students. 

 

All 2020–21 MSAA tests used item pre-equating methodology as described in Kolen and Brennan (2014). 

Item pre-equating allows the raw-to-scaled score conversion to be produced before a form is 

administered, which in turn allows for faster reporting and turnaround times. In item pre-equating, new 

forms are built from a pool of pre-existing IRT-calibrated items. In addition to these operational items, new 

non-operational items (field-test items) were also included on the forms. The operational items were used 

as a set of common items for transforming the item parameters of the non-operational items so that they 
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would be on the same theta scale as the IRT-calibrated item pool. This allows for the item pool to be 

expanded continually. 

 

However, with pre-equating, a number of cautions need to be taken into consideration. Kolen and 

Brennan (2014) state that, to ensure that items behave the same on each administration, the items 

should appear in the same contexts and positions operationally as they did non-operationally. Thus, care 

must be taken to avoid significant shifts in position and context. Any drift must be carefully monitored and 

controlled to ensure comparability between forms of the test. 

 

The item parameters for scoring the 2020–21 operational tests were based on post-equated calibrations 

conducted on past operational administrations. The raw score to scaled score lookups based on the pre-

equated model for the items used in the 2020-21 administration are displayed in Appendix M. 

 

Post-equating procedures are conducted after every operational administration. For any equating design, 

it is critical that rigorous procedures are implemented to monitor the quality of the equating and to check 

that the assumptions underlying the equating are not violated. The equating data are analyzed in detail 

for scale drift through traditional b-b analyses. 

 

During the post-equating, item parameter estimates are placed on the base-year scale (i.e., the item bank 

scale) by using the method of Stocking and Lord (1983), which is based on the IRT principle of item 

parameter invariance. According to this principle, the equating items for both the base year and current 

year tests should have the same item parameters. After the item parameters for each current year’s test 
are estimated using PARSCALE (Muraki & Bock, 2003), the Stocking and Lord method is employed to 

find the linear transformation (slope and intercept) that adjusts the equating items’ parameter estimates 

such that the current year’s test characteristic curve (TCC) for the equating items is as close as possible 
to that of the base year’s tests. 
 

In addition, the calibrated and equated parameters are evaluated to further investigate drift at both the 

item and test levels. At the item level, the individual item parameters are compared and investigated, and 

at the test level, the TCC, test information function (TIF), and raw score cuts are compared. Finally, the 

item parameters resulting from this process are updated in the item bank, and these updated parameters 

are used in field-test calibrations and in future test form development. 

 

9.5 Reported Scale Scores 
Because the θ scale used in IRT calibrations is not readily understood by most stakeholders, reporting 

scales were developed for MSAA. The reporting scales are simple linear transformations of the 

underlying θ scale. The reporting scales range from 1200 through 1290 for all grade/content-area 

combinations. The second cut was originally fixed at the August 2015 standard setting to be 1240 for 

each grade level, but some of the scale score cuts, including some of the second cuts, were adjusted 

during the July 2018 standards validation, as evidenced in Table 9-8.  

 

By providing more specific information about the position of a student’s results, scale scores supplement 
performance-level scores. Students’ raw scores (i.e., total number of points) on the 2021 MSAA tests 

were translated to scale scores using a data analysis process called scaling, which simply converts from 

one scale to another. In the same way that a given temperature can be expressed on either Fahrenheit or 

Celsius scales, or the same distance can be expressed in either miles or kilometers, student scores on 
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SAMPLE STUDENT REPORT 















  

    

 

 

APPENDIX J 

DIFFERENTIAL ITEM FUNCTIONING RESULTS 
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ITEM RESPONSE THEORY PARAMETERS 
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APPENDIX M 

RAW TO SCALED SCORE LOOK-UP TABLES 













































































APPENDIX N  

SCORE DISTRIBUTIONS 

 

 





















   

   

 

 

 

 

 

APPENDIX O 

IRT SUBGROUP RELIABILITY 

Note: Values are calculated only for subgroups with 100 or more students. 
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